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Cover Picture

From Research Section 6: Rapid characterization of great subduction zone earthquakes, such as the 2011 M9.0
Tohoku-oki, Japan, event, is vital for quickly assessing the likelihood of tsunami generation. We have developed an

approach, called GridMT, that continuously scans a grid of possible sources along the subduction zone surface.
When energy arrives at the seismic stations it is used to estimate the location, size and mechanism of the

earthquake. We applied it to the 2011 Tohoku-oki earthquake. This figure shows a map of virtual sources distributed
along the slab. They are color-coded by the best variance reductions (VR) that are obtained from the continuous

moment tensor analysis of long-period (100-200 sec) strong-motion data recorded at four K-NET stations (triangles).
The best GridMT solution (Mw9.2 and VR=73.99
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Chapter 1

Director’s Report

1 Introduction

As in previous years, I am pleased to introduce the
2010-11 Berkeley Seismological Laboratory Annual Re-
port, the last one under my tenure as BSL director. This
report covers two coupled activities at BSL: basic re-
search and real-time earthquake monitoring operations.
Chapter 2 describes the research accomplishments; Chap-
ter 3 details progress in our development of infrastructure
and facilities.

The basic research spans many topics in seismology
and tectonics. They range from studies of the earth’s
deep structure and dynamics to various aspects of earth-
quake physics; from microearthquakes and tremor studies
to studies of earthquake mechanisms and rupture span-
ning different time scales; and from slow tectonic de-
formation to real-time seismology and earthquake early
warning. These are described in 32 ”two-pager” contri-
butions in Chapter 2 of this report.

A highlight of this year has been the participation of
BSL scientists in a symposium: ”Earthquakes, Tsunamis,
and Nuclear Fallout: Is California at Risk Like Japan?”
hosted by the Berkeley Institute for the Environment, the
Department of Earth and Planetary Science, the Berke-
ley Seismological Laboratory, and the Pacific Earthquake
Engineering Research Center following the March 11,
2011 disastrous M9 Great Tohoku earthquake. The BSL
also hosted a successful Earthquake Early Warning Sum-
mit on April 4-5, 2011, in response to the increased inter-
est in real-time earthquake information and early warn-
ing specifically following the Japan earthquake.

Another highlight of this year is the funding by the
Gordon and Betty Moore Foundation of ”Tremorscope,”
a program which aims at understanding deep tremor ac-
tivity on the San Andreas Fault near Parkfield, right
below the nucleation zone of the great 1857 Fort Tejon
(”Los Angeles”) earthquake. The program includes the
deployment of eight stations, of which four will be in
boreholes, centered on the tremor source.

On the operational side of the BSL, owing to significant
funding received through the USGS in the framework of
the American Recovery and Reinvestment Act (ARRA),

the focus has been on upgrading the recording systems
at many of our broadband and borehole stations. These
upgrades were much needed, as many of the recording
systems were more than 15 years old, well beyond the
expected lifetime of computer hardware. At the time of
the writing of this report, we have completed the upgrade
of our broadband stations with state of the art Quanterra
Q330 data loggers, while the upgrade of our borehole sta-
tions with Kinemetrics BASALT data loggers is well un-
der way. We also received funding to upgrade receivers
at our 29 BARD stations and to add GPS receivers at
7 of our BDSN stations. The new receivers allow us to
stream high rate (1 Hz sampling) GPS data and to start
implementing the use of GPS data in our real-time earth-
quake analysis procedures. At the time of this report,
12 stations have been upgraded with TopCon receivers.
When these receivers were originally delivered, they did
not have all the needed functionalities for smooth remote
real-time continuous operation. It took many months of
tests and iterations with the manufacturer to get them
to work to our satisfaction. Given these difficulties, the
USGS approved a six month extension on this ARRA
grant. The work will be completed by the end of Decem-
ber, 2011. Notwithstanding this situation with upgrades,
all BARD stations have been streaming 1 Hz continu-
ous data since December 2010. These data are available
through the recently redesigned BARD webpage at the
Northern California Earthquake Data Center (NCEDC).

The joint BSL/USGS earthquake notification system
had been redesigned in previous years. The new in-
tegrated Northern California Earthquake Management
Center (NCEMC) has now been in operation for two
years. We had an opportunity to thoroughly test the ro-
bustness of the new AQMS software on two occasions: (1)
when the USGS component of our joint system was shut
down for a test of the USGS power system and (2) when
upgrades to Warren Hall at UC Berkeley impacted the
operations of the Berkeley component. In both cases, all
operations were transferred seamlessly to the single op-
erational component for the duration of the disturbance.

The redesign of the STS-1 very broad band seismome-
ter under Metrozet’s leadership has been completed, with
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funding from the NSF EAR-Instruments and Facilities
Program. The M9 03/11/2011 Tohoku (Japan) earth-
quake was well recorded on the entire BDSN network as
well as at test sites for the new STS-1’s at Harvard (HRV)
and the Albuquerque Seismological Laboratory, provid-
ing an opportunity to confirm the superior performance
of the new instruments at very low frequencies.

The following sections give a brief historical overview
of the BSL, and finally some BSL staff news.

2 History and Facilities

The Berkeley Seismological Laboratory (BSL), for-
merly the Berkeley Seismographic Stations (BSS), is the
oldest Organized Research Unit (ORU) on the UC Berke-
ley campus. Its mission is unique in that, in addition
to research and education in seismology and earthquake-
related science, it is responsible for providing timely in-
formation on earthquakes (particularly those that occur
in Northern and Central California) to the UC Berke-
ley constituency; to the general public; and to vari-
ous local and state governments, and private organi-
zations. The BSL is therefore both a research center
and a facility/data resource, which sets it apart from
most other ORUs. A major component of our activi-
ties is focused on developing and maintaining several re-
gional observational networks, and participating, along
with other agencies, in various aspects of the collec-
tion, analysis, archival, and distribution of data per-
taining to earthquakes, while maintaining a vigorous
research program on earthquake processes and Earth
structure. In addition, the BSL staff spends consider-
able time on public relations activities, including tours,
talks to public groups, response to public inquiries about
earthquakes, and World-Wide-Web presence (http://
seismo.berkeley.edu/).

UC Berkeley installed the first seismograph in the
Western Hemisphere at Mount Hamilton (MHC) in 1887.
Since then, it has played a leading role in the operation
of state-of-the-art seismic instruments and in the devel-
opment of advanced methods for seismic data analysis
and interpretation. Notably, the installation, starting in
1927, of Wood-Anderson seismographs at four locations
in Northern California (BKS, ARC, MIN, and MHC)
allowed the accurate determination of local earthquake
magnitude (ML) from which a unique historical catalog
of regional earthquakes has been maintained to this day,
providing crucial input to earthquake probabilities stud-
ies.

Over the years, the BSS continued to keep apace of
technological improvements. The first centrally teleme-
tered network using phone lines in an active seismic re-
gion was installed by BSS in 1960. The BSS was the
first institution in California to operate a 3-component
“broadband” system (1963). It played a major role in

the early characterization of earthquake sources using
“moment tensors” and source-time functions. The BSS
also made important contributions to the early defini-
tions of detection/discrimination of underground nuclear
tests and, jointly with UCB Engineering, to earthquake
hazards work. Starting in 1986, the BSS acquired four
state-of-the-art broadband instruments (STS-1), while si-
multaneously developing PC-based digital telemetry, al-
beit with limited resources. As telecommunication and
computer technologies made rapid progress, in parallel
with broadband instrument development, paper record
reading was completely abandoned in favor of largely au-
tomated analysis of digital data.

The current facilities of BSL have been built progres-
sively over the last two decades, with efforts initiated by
significant “upgrade” funding from UC Berkeley in 1991-
1995. The BSL currently operates and acquires data,
continuously and in real time, from over 60 regional ob-
servatories. These house a combination of broadband and
strong motion seismic instrumentation installed in vaults,
borehole seismic instrumentation, the permanent GPS
stations of the Bay Area Regional Deformation (BARD)
network, and electromagnetic sensors. The seismic data
are fed into the BSL real-time processing and analysis
system. Since 1996, they are used in conjunction with
data from the USGS Northern California Seismic Net-
work (NCSN) in the joint earthquake notification pro-
gram for Northern California. This program capitalizes
on the complementary capabilities of the networks oper-
ated by each institution to provide rapid and reliable in-
formation on the location, size and other relevant source
parameters of regional earthquakes. In recent years, a
major emphasis in BSL instrumentation has been in den-
sifying the state-of-the-art seismic and geodetic networks.
At the same time, research efforts have been directed to-
ward the development of robust methods for quasi-real
time, automatic determination of earthquake source pa-
rameters and predicted strong ground motion, using a
sparse network combining broadband and strong motion
seismic sensors, as well as permanent geodetic GPS re-
ceivers. Recently, research emphasis has been directed
toward the development of “earthquake early warning”
capabilities.

The Berkeley Digital Seismic Network (BDSN), a re-
gional network of 32 digital broadband and strong mo-
tion seismic stations with continuous telemetry to UC
Berkeley, is the backbone of the BSL operations. This
network contributes basic regional data for real-time es-
timation of location, size and rupture parameters for
earthquakes in Central and Northern California. It is
the Berkeley contribution to the California Integrated
Seismic Network (CISN). In June 2009, our operational
software, the Rapid Eathquake Data Integration (REDI)
program, was replaced by the CISN, now AQMS, soft-
ware (see Chapter 3, Operational Section 8). The data
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from the BDSN also provide a fundamental database
for the investigation of three-dimensional crustal struc-
ture and its effects on regional seismic wave propagation.
This is ultimately crucial for estimating ground shaking
for future earthquakes. Most stations also record auxil-
iary temperature/pressure channels, valuable in particu-
lar for background noise quality control. Complementing
this network is a ∼ 25 station “high-resolution” network
of borehole seismic sensors located along the Hayward
Fault (HFN) and under the Bay Area bridges, operated
jointly with the USGS/Menlo Park and linked to the
Bridge Safety Project of the California Department of
Transportation (Caltrans). The latter has facilitated the
installation of sensor packages at 15 bedrock boreholes
along 5 East Bay bridges in collaboration with Lawrence
Livermore National Laboratory (LLNL). A major science
goal of this network is to collect high signal-to-noise data
for micro-earthquakes along the Hayward Fault to gain
insight into the physics that govern fault rupture and its
nucleation. The BSL also operates and maintains the 13
element Parkfield borehole seismic array (HRSN). This
array provides high quality data on micro-earthquakes,
clusters and, most recently, tremors, and is an impor-
tant reference for the San Andreas Fault Observatory at
Depth (SAFOD). Since April 2002, the BSL collaborates
with MBARI on the operation of a permanent broadband
ocean bottom station, MOBB.

In addition to the seismic networks, the BSL oper-
ates, maintains and processes data from the 26 perma-
nent geodetic stations of the BARD Network. It archives
and distributes this data as well. Where possible, BARD
sites are collocated with BDSN sites to minimize teleme-
try costs. In particular, all sites have now been upgraded
to 1 Hz sampling. This supports one focus of BSL re-
search, the development of analysis methods which com-
bine seismic and geodetic data to rapidly estimate source
parameters of significant earthquakes.

Finally, two of the BDSN stations (PKD, SAO) also
share data acquisition and telemetry with 5-component
electromagnetic sensors installed with the goal of investi-
gating the possibility of detection of tectonic signals. In
2002-2003, automated quality control software was im-
plemented to monitor the electromagnetic data.

Archival and distribution of data from these and other
regional networks is performed at the Northern Cali-
fornia Earthquake Data Center (NCEDC), operated at
the BSL in collaboration with USGS/Menlo Park. The
data reside on a mass-storage device (current holdings
∼ 58 terabytes), and are accessible online over the Inter-
net (http://www.ncedc.org). Among others, data from
the USGS Northern California Seismic Network (NCSN),
are archived and distributed through the NCEDC. The
NCEDC also maintains, archives and distributes the
ANSS earthquake catalog.

Core University funding to our ORU has until now

provided salary support for one staff scientist and sev-
eral technical and administrative staff members, repre-
senting about 30% of the total infrastructure support.
The remaining support comes from extramural grants
and contracts, primarily from the USGS, the NSF, and
the State of California, through its Emergency Manage-
ment Agency (CalEMA, formerly OES). We acknowledge
valuable recent contributions from other sources such as
Caltrans and PEER, as well as our Earthquake Research
Affiliates. The effects of drastic budget cuts in FY09-10
are temporarily being offset by ARRA funding from the
USGS.

3 BSL Staff News

Changes in BSL staff in 2010-11 are as follows.

In the past year, none of the graduate students associ-
ated with BSL completed their PhD’s.

One new graduate student, Andrea Chiang, joined the
BSL as a graduate student in the fall of 2010. We also
have one new post-doc, Seung-Hoon Yoo.

BSL hosted a number of visiting scientists and stu-
dents in 2010-11. Ruiqing Zhang joined us from the Chi-
nese Earthquake Administration in Beijing, China. Visit-
ing graduate students included Xiangdong Lin, from the
Beijing Earthquake Administration and graduate student
at the Institute of Geophysics of the China Earthquake
Administration; and Jiajun Chong, from the University
of Science and Technology in China. In January, Ling
Lei returned to School of Electronic and Information En-
gineering (EIE) at Beihang University to complete her
Ph.D. Matt Wilks, an undergraduate at Imperial College
London, spent the academic year at the BSL. Matthias
Obrebski left his post-doc position at the BSL to join
IFREMER Brest in France, while another post-doc, Paul
Cupillard, is now at now a post-doctoral researcher in
the Institute de Physique du Globe de Paris seismology
group.

There have been major changes in the administration
of the BSL: Kate Lewis left in January 2011 to work for
SPO. Following a year under Research Enterprise Ser-
vices (RES), BSL administration has now been regrouped
in a joint EPS/BSL administrative unit headed by Earth
and Planetary Science Department (EPS) Manager Ju-
dith Coyote. The administrative functions are now coor-
dinated between the two units, with Dawn Geddes taking
on the responsibility of the BSL operational budget and
its associated grants and contracts and Raluca Iordache
and Clarissa Foreman taking on the research grant ad-
ministration for BSL PIs. Micaelee Ellswythe now assists
PI Romanowicz with administrative tasks related to the
CIDER program. Two new members of the EPS/BSL
administrative team have joined Dawn in the BSL ad-
ministrative office: Marion Banks, who started in May
2011 and is in charge of reception and travel, and Matt

3



Carli, who started in June 2011 and deals with purchas-
ing. Owing to Judith’s efforts, the reorganization is now
complete and we are finally able to resume smooth ad-
ministrative operations.

There have also been significant changes in the field
engineering staff at the BSL. Rick Lellinger and Jarrett
Gardner left mid-year, accepting job offers at LBNL and
from a private company, respectively. Since then, assis-
tant engineers Josh Miller and Aaron Enright have joined
the team. Finally, John Friday retired in June 2011. We
miss him and hope he will come back part time this fall!

In the IT team, Oleg Khainovsky left in January 2011,
and Ivan Henson joined the team in April 2011, to work
on software development for the Earthquake Early Warn-
ing project and the CISN.

Tom Weldon joined the research staff in January 2011.
The greater BSL family has continued to grow in the

past year, when baby Roger Brown was born to Holly
Brown and her husband Tom in December 2010.
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Chapter 2

Research Studies

Figure 2.1: For large earthquakes that may produce tsunamis, it is important to determine the size and type of faulting
of the event rapidly. We have developed a method to continuously scan an offshore region for earthquakes, and quickly
determine their size and mechanism (see Research Section 21). The method is currently being applied to the region
of the Mendocino Triple Junction, using data from four BDSN stations (HUMO, ORV, WDC and YBH). The plusses
are the grid locations used in the search, while black dots show the region’s seismicity since 1990. Mechanisms for the
events studied are given from this analysis (large, light gray) and compared with solutions from the Berkeley moment
tensor catalog (small, dark gray). For a color version of this figure see Research Section 21.
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1 ElarmS Earthquake Early Warning

Holly Brown, Richard Allen, Douglas Neuhauser, Ivan Henson, Margaret Hellweg, Lim InSeub (KIGAM),
Alon Ziv (BenGurion University)

1.1 Introduction

ElarmS is a network-based earthquake early warning
(EEW) algorithm developed at UC Berkeley for rapid
earthquake detection, location and hazard assessment.
ElarmS operates as part of the greater ShakeAlert EEW
system, an ongoing project by the California Integrated
Seismic Network (CISN). ShakeAlert combines three dif-
ferent EEW algorithms, one of which is ElarmS, into a
unified system for providing warnings for events though-
out the state. Output from the three algorithms is com-
pared and consolidated by the ShakeAlert Decision Mod-
ule into a single alert messaging system. In fiscal year
2011-2012, these alert messages will be sent to industrial
test users of the ShakeAlert system.

ElarmS consists of two primary parts: (1) a waveform
processing algorithm, which runs in parallel at UC Berke-
ley, Caltech, and USGS Menlo Park to continuously fil-
ter real time seismic data, and (2) a single state-wide
event detection algorithm which operates at UC Berke-
ley. The event detection module analyzes the incoming
data from the three waveform processing streams and
identifies earthquakes in progress.

1.2 Current Progress

In March 2011, ElarmS began sending event messages
to the ShakeAlert Decision Module for events in the
greater San Francisco Bay Area and Central Coast. Be-
tween March 17th and July 26th, 2011, there were 49
events of magnitude 3.0 or greater in the ElarmS alert
region. ElarmS sent alert messages for 45 of them, and
missed 4 (Figure 2.2). ElarmS also sent two false alerts.
In both false alert cases, there was a single real event
which ElarmS processed as two separate events - associ-
ating some triggers with one event and some triggers with
the other. The alert message sent for the second “event”
is thus a false alarm, although based on real seismic ac-
tivity.

In 2010 and 2011, we developed second generation
ElarmS waveform processing and event detection algo-
rithms, based in C++ for speed and adaptability. The
new event detection module (E2) utilizes the established
location and magnitude relations, but has an updated
method of associating triggers together to form events.
One goal of the new associator is to prevent split events
such as those that caused the false alerts mentioned
above. E2 has been processing statewide real-time data
in test mode since December 2010 and will become the
authoritative ElarmS version in fall 2011.
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Figure 2.2: ElarmS events, March 17 - July 26, 2011

In addition to the second generation ElarmS
algorithms, we developed a KML-based method
of visually inspecting and assessing system perfor-
mance. The assessment software automatically evalu-
ates station latencies, promptness of alerts, accuracy
of magnitude/location/ground-shaking estimates, and
number of successful event detections, false alarms, and
missed events. This information is displayed in Google
Earth for quick, intuitive understanding of system health.

1.3 Investigation of GPS

In 2011 we also began investigating the use of GPS
for earthquake early warning, focusing on the Mw 7.2 El
Mayor-Cucapah earthquake, which had both real-time
GPS and seismic data available. We developed a sim-
ple algorithm to extract the permanent displacement at
GPS sites starting one oscillation after triggering on the
dynamic long period signal. The estimate is continually
improved with time. These permanent displacements can
then be inverted for source characteristics given an ap-
proximate estimate of the fault plane. Initial results sug-
gest that GPS would provide a valuable contribution to
EEW. The new approach provides an independent esti-
mate of magnitude, which is particularly important for
the largest events.
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2 ShakeAlert: A Unified EEW System for California

Margaret Hellweg, Richard Allen, Maren Böse (Caltech), Holly Brown, Georgia Cua (ETH), Egill Hauksson
(Caltech), Thomas Heaton (Caltech), Margaret Hellweg, Ivan Henson, Doug Neuhauser, Kalpesh Solanki
(Caltech), Michael Fischer (ETH)

2.1 Introduction

Earthquake Early Warning (EEW) is a method of
rapidly identifying an earthquake in progress and trans-
mitting alerts to nearby population centers before dam-
aging ground shaking arrives. The first few seconds of the
initial P-wave arrivals at one or more stations are used to
detect the event, and predict magnitude and peak shak-
ing. Detections from several stations are combined to
locate the event. A warning of imminent shaking can be
used to activate automatic safety measures, such as slow-
ing down trains, isolating sensitive factory equipment, or
opening elevator doors. Warnings can also be sent di-
rectly to the public via cell phone, computer, television,
or radio.

With support from the United States Geological Sur-
vey (USGS), the California Integrated Seismic Network
(CISN) hosted a three-year proof of concept project for
EEW algorithms in 2006-2009. Following that success-
ful project, the Berkeley Seismological Laboratory (BSL)
together with its CISN EEW partners, the California In-
stitute of Technology (Caltech), and the Swiss Institute
of Technology Zürich (ETH), are collaborating to build
a single, integrated, end-to-end system for testing real-
time EEW in California. The new system, called CISN
ShakeAlert, will be capable of continuous long-term op-
eration and rapidly provide alerts to test users across the
state.

2.2 Project Status

The new ShakeAlert system combines the best aspects
of the three methods from the proof-of-concept project.
Caltech’s OnSite algorithm uses P-wave data from the
single station nearest the epicenter to provide extremely
rapid estimates of likely ground shaking. The BSL’s
ElarmS algorithm and ETH’s Virtual Seismologist al-
gorithm use data from several stations around an event
epicenter to produce a slightly slower but more reliable
estimate of magnitude and location. Combining these
methods produces an algorithm which has the speed of
a single-station method but is then promptly confirmed
and adjusted by additional station data to form a more
accurate description of the event. When an identified
event exceeds a defined combination of magnitude thresh-
hold, ground shaking intensity and statistical likelihood,
information is broadcast to system users. Currently, dur-
ing the development phase, only project participants re-
ceive event information. By the fall of 2011, event infor-
mation will be sent to a small group of test users outside

the seismological community.
These tasks of the end-to-end system are accomplished

in four primary software components (Figure 2.3). First,
the Waveform Processing (WP) Module receives seismic
waveforms from all early-warning capable seismic equip-
ment in California. It identifies P-wave arrivals, and
calculates the relevant P-wave parameters necessary for
EEW magnitude estimation. Next, the Event Monitor-
ing (EM) Module comprising the OnSite, Virtual Seis-
mologist, and ElarmS algorithms recognizes events in
progress and calculates event magnitude and location.
It passes this information to the third component, the
Decision Module (DM). The DM can receive event noti-
fications from several systems, including the three algo-
rithms of the EM module. It reviews events and deter-
mines whether to send warnings to users. The final com-
ponent is the User Display (UD), which will be installed
at an EEW user’s site. When the UD receives a warning
from the DM, it sounds an alarm and generates an alert
message, a map of expected ground shaking intensities,
or other output, depending on the user’s settings.

The end-to-end system is now in operation. Caltech
programmers developed the UD, while Berkeley program-
mers built the DM. The three CISN EEW partners (Cal-
tech, BSL, ETH) are working together to jointly build a
new, quicker and robust Waveform Processing Module.

2.3 Perspectives

During the coming year, the CISN EEW project mem-
bers will continue to operate and improve the elements of
the end-to-end system, including efforts to improve the
speed and accuracy of alerts. We will recruit a group
of test users outside of the seismology community and
interact with them to develop improvements to the sys-
tem, as well as to learn about the advantages of EEW to
users and to society. Finally, results from the prototype
system will flow into the CISN Testing Center (CTC)
software, so that the results and output can undergo ob-
jective evaluation.
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Figure 2.3: Components of the new ShakeAlert EEW System. From left to right the elements of the system are
waveform processing, event detection, decision module (DM), CISN ShakeAlert user displays (UD), and the CISN
testing center (CTC) software. Waveform Processing: Each data center processes telemetered digital waveform data
collected from seismic stations throughout California. Critical waveform parameters are calculated from this data,
then dumped into a statewide parameter pool. Event Detection: From the parameters, CISN’s EEW algorithms
rapidly detect and characterize an event within seconds of its initiation. Several EEW detection algorithms run in
parallel to provide the Decision Module with the best available source parameters. Decision Module: The DM combines
earthquake information from each algorithm and delivers a “ShakeAlert” xml message about an earthquake in progress
to subscribed users. CISN ShakeAlert User Displays: The ShakeAlert UD receives xml messages from the DM and
displays their content in a simple and easily understandable way. CISN Testing Center Software: The CTC Software
provides automated and interactive performance evaluations of ShakeAlert forecasts.
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3 Validation of Coda-derived Source Parameters using Strong and Weak
Ground Motion Records of the 2008 Wells, Nevada Sequence

Seung-Hoon Yoo, Douglas S. Dreger, and Kevin Mayeda

3.1 Introduction

Well-determined source parameters, such as corner fre-
quency and stress drop, and their scaling relation, can
play an important role in assessing the seismic hazard in a
specific region, especially in regions where we do not have
enough strong ground motion records. In general, ground
motions at higher frequencies (1-10 Hz), which may cause
damage to surface structures, can be considerably varied
depending upon the stress drop of the earthquake, even
for events with similar moment magnitude.

Petersen et al. (2011) found that while observed
ground motions from the 2008 Wells mainshock are sim-
ilar to values predicted by the Next Generation Attenua-
tion (NGA) equation by Campbell and Bozorgnia (2008),
the ground motion from the M 4.7 (Mw 4.4 from the Saint
Louis University Earthquake Center moment tensor cat-
alog, courtesy of R. B. Herrmann and this study) after-
shock, which occurred the day after the mainshock, are
much lower than values from the NGA equation. How-
ever, they estimated this aftershock’s stress drop as 220
bars, which is much higher than typical stress drops ob-
served in the Basin and Range.

In this study, we revisited the 2008 Wells, Nevada se-
quence to examine a marked discrepancy in the observed
strong and weak ground motion with the NGA predic-
tions. We estimated the source parameters of the seismic
sequence using the coda spectral ratio method (Mayeda
et al., 2007). And, we examined the observed strong and
weak ground motion with the derived parameters and
self-similar scaling relation.

3.2 Data and Method

We calculated source spectral ratios between the main-
shock and the six aftershocks using the coda spectral
ratio method (Mayeda et al., 2007). We used a grid-
search scheme to estimate the source parameters from
the source spectral ratios. The program finds a corner
frequency of the mainshock, and the corner frequency
and adjusted seismic moment of the aftershocks from a
given ratio dataset, simultaneously. To get the optimum
source parameters and their errors, we performed boot-
strap tests, which sample four event pairs of the six total
ratio curves (∼67 % sampling of a population), then cal-
culated the averages and standard deviations for the re-
sults of the 15 possible combinations (Figure 2.4). Next,
we calculated theoretical source ratios for periods of 0.2,
0.5, and 1 second using the derived source parameters.
And we also calculated the theoretical values based on
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Figure 2.4: Estimates of the (a) corner frequency and (b)
stress drop for the 2008 Wells, Nevada seismic sequence.
The dotted lines in (a) represent the corner frequencies
from the self-similar scaling for a given stress drop, ∆σB.

the self-similar scaling with respect to the mainshock.
The Fourier amplitude spectrum of ground accelera-

tion, A (M0, R, f), can be expressed as

A (M0, R, f) = CM0 (2πf)
2
S (f)D (R, f)P (f) I (f) ,

where C is a constant of proportionality, M0 is the seis-
mic moment, S(f) is the source spectrum, D(R, f) is an
attenuation term as a function of distance R due to the
geometrical spreading and anelastic attenuation, P (f) is
a high-cut filter, I(f) is a filter used to shape the spec-
trum to correspond to the particular ground motion (e.g.,
Boore, 1983). If we calculate a ratio of the ground mo-
tions between the two collocated events, the ratio can be
simply approximated by a source spectral ratio between
the two events.

We computed the 5% damped pseudo spectral accel-
eration (SA) for the periods 0.2, 0.5, and 1 seconds as
a geometric mean of two horizontal components (Figure
2.5a). Then, we calculated the ratios between the main-
shock and the aftershocks for a given period and averaged
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using all the stations (Figure 2.5b).

3.3 Results and Discussions

The stress drop of the mainshock, 5.20 (±1.52) MPa,
is consistent with 7.2 MPa from an empirical Green’s
function finite fault inversion by Mendoza and Hartzell
(2009), more and less. However, the stress drop of the
aftershock A3, 1.00 (±0.27) MPa, is much smaller than
22 MPa from Fourier spectra analysis by Petersen et al.
(2011), and it is also about five times smaller than that
of the mainshock in our estimation.

We compared the averaged SA ratio,
log (SAmain/SAafter), with theoretical values from
the coda-derived source parameters and the self-similar
scaling relation with respect to the mainshock. For
the MS/A3 event pair, the observed SA ratio values at
0.2, 0.5, and 1 second periods are 1.31, 1.38, and 1.52,
respectively, which are much more consistent with the
theoretical values, 1.26, 1.34, and 1.53, from the coda
estimates, than 0.82, 1.02, and 1.36 from the self-similar
source scaling relation (Figure 2.5). For all the other
event pairs, the theoretical values from coda estimates
are more consistent with the observations than those
from the self-similar scaling (Figure 2.6).

In conclusion, the stress drops of the aftershocks are
2-5 times smaller than that of the mainshock in this seis-
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ratios between the mainshock and six aftershocks at the
1, 0.5, and 0.2 second periods.

mic sequence. This indicates that weak ground motion
of the aftershocks can be overestimated to be higher than
the real observation using strong ground motion of the
mainshock based on a self-similar scaling relation. As-
suming that the scale-dependent stress drop is real, at
least in some specific regions, predicting ground motion
using weak ground motion records without considering
the scaling relation could lead to an underestimate of
strong ground motions for future large earthquakes. For
the region, considering the differences in the stress drop
between the small and large earthquake might help to
enhance the prediction capability of the strong ground
motion.
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4 Quantitative Analysis of Coda Window Length: How Much Length
of Coda is Enough for Stable Amplitudes?

Seung-Hoon Yoo, Kevin Mayeda, and William R. Walter (LLNL)

4.1 Introduction

In earthquake source estimation, coda-derived source
methods provide more stable source parameters than
methods using direct waves due to the inherent aver-
aging nature of coda waves (Mayeda and Walter, 1996;
Mayeda et al., 2007). Unlike conventional direct-phase
regional measurements (e.g., Pg or Lg), which take peak
amplitude at the specific arrival time, the coda ampli-
tude measurement through a relatively long time win-
dow can dramatically reduce the inter-station scattering
by smoothing out 3-D path variability, source radiation
pattern, and directivity effects (Mayeda and Malagnini,
2010).

Although a number of studies have shown this stabil-
ity of the coda measurement, it is still unclear how much
length of coda is enough for accurate measurements of
coda amplitudes. Inappropriate short window measure-
ment can not only lead to higher inter-station scatter
of coda amplitudes, but can also give a distorted ampli-
tude by using only earlier parts of a coda envelope, which
shows a radical change in energy density with increasing
lapse time. But long-lasting coda, which guarantee a sta-
ble measurement, are not always easy to obtain, because
of small magnitude, low signal to noise ratio, and inter-
fering aftershocks.

In this study, to address this unsettled question and
quantify the optimum window length for accurate coda
measurements, we analyze inter-station standard devia-
tion of the coda ratios as a function of the time window
length using an earthquake sequence data set that was
well-recorded by a dense broadband seismic array. This
allows us an in-depth look at the effects of coda on av-
eraging over source radiation pattern and directivity and
can help serve as a guide to future coda-based studies re-
garding how much window length is needed to get good
measurements.

4.2 Data and Method

We use the broadband records of the 2008 Wells,
Nevada seismic sequence to quantify the window length
effect for coda amplitudes and source ratios in terms of
reducing variance due to radiation pattern and directiv-
ity. Fortunately, because the EarthScope USArray tem-
porary seismic network was operating in this region at
the time of the earthquakes, this sequence can offer a
great opportunity with a number of high-quality records
and perfect distances and azimuthal coverage.

The seismic sequence consists of an M 6 mainshock

and its six aftershocks with magnitudes ranging between
M 4.0 and 4.5. We select 162 broadband stations within
about 500 km epicentral distance of the Wells mainshock.
For each event at each station, we measure the coda am-
plitude for 24 narrowband frequencies ranging from 0.05
to 15 Hz. All amplitudes are measured from a one second
window length to the end of the possible record for coda
measurement based on signal to noise or existence of an
interfering aftershock.

4.3 Preliminary Results and Discussions

Figure 2.7 shows the amplitude ratio between the
mainshock and an M 4.4 aftershock for the direct Lg
and coda waves. In general, the direct Lg amplitude ra-
tios vary considerably with azimuth due to the source
radiation pattern or directivity effects of the two events.
The coda amplitude ratios with a relatively short window
length (2nd row entries in Figure 2.7) behave similarly to
the direct Lg ratio. With increasing window length (TL),
however, the azimuthal variations of the coda amplitude
ratio decrease significantly.

To quantify a reduction of the standard deviation, we
normalize the standard deviation values with the stan-
dard deviation values at the 1 second window length and
divide the window length (T ) by a central period (T0).
We found that normalized standard deviations linearly
decrease with log10 scales of T/T0, and the reduction
rates depend on the central frequency (Figure 2.8). The
higher frequency bands show a larger slope of reduction
than lower frequency bands.

To find a best fitting curve, we used an empirical equa-
tion,

σ
(

τ =T /T0

)

=

{

1 (τ < τ0)
1 − p log10 (τ/τ0) (τ > τ0)

,

where p represents a reduction rate, while τ0 represents
a starting point of decay with reduction rate p.

Though these preliminary results show very interest-
ing properties of coda stability for the Wells, Nevada se-
quence, they leaves us with other questions and ideas that
we wish to pursue in the near future, namely: 1) To what
extent does the reduction rate, p, behave the similarly
for other parts of the world? 2) Can a single functional
form that is frequency-dependent be used to characterize
coda amplitude error as a function of measurement win-
dow length? 3) We would like to study other sequences
with good signal-to-noise ratio in a variety of different
tectonic settings. 4) We plan to test the methodology
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Figure 2.7: Coda amplitude ratios between the 2008 Wells mainshock and M 4.4 aftershock. Rightmost plots show
the direct Lg amplitude ratios for given narrowband frequencies. The left side plots of the direct Lg ratio plots show
the coda amplitude ratios with different window length (TL) for the same frequency bands. The black circles in the
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using a much smaller subset of stations, since the large
amounts of data are not usually common.
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5 Source Characterization of Mendocino Offshore Earthquakes for Im-
provements in Monitoring Active Deformation and Estimates of
Earthquake Potential in the Mendocino Triple Junction Region

Taka’aki Taira and Robert M. Nadeau

5.1 Introduction

The Mendocino Triple Junction (MTJ), a fault-fault-
trench junction, is one of the most seismogenic regions of
California. The MTJ region has experienced a number
of different fault slips (Figure 2.9), such as aseismic slip
events (Szeliga et al., 2004), non-volcanic tremors (Bo-
yarko and Brudzinski, 2010), slow/low-stress-drop earth-
quakes (Guilhem et al., 2007), deep low-frequency earth-
quakes (Boyarko and Brudzinski, 2010), and character-
istically repeating microearthquakes (Waldhauser and
Schaff, 2008). Apparently, the small-magnitude am-
bient seismicity (regular and characteristically repeat-
ing microearthquakes) is spatially anticorrelated with
the distribution of non-volcanic tremor sources and low-
frequency events (Boyarko and Brudzinski, 2010). How-
ever, the locations of those fault slips are not well con-
strained because of greater distances between the offshore
fault slips and the available land seismic stations. Sub-
sequently, the nature of interactions between seismic and
aseismic deformation processes remains unclear.

We seek to integrate secondary phase arrivals with a
local three-dimensional structure (Hole et al., 2000) for
improving the locations of fault slips, especially charac-
teristically repeating earthquakes whose locations would
delineate regions of locked fault zones. Additionally, re-
peating earthquake systematics (frequency and magni-
tude) can be used to estimate deep fault creep rates.
Here we show an example of results from our frequency-
wavenumber analysis and the preliminary result for the
identification of characteristically repeating earthquakes.

5.2 Frequency-Wavenumber Analysis

We make use of seismic data from the Canadian Yel-
lowknife Array (YKA), a small-aperture array consist-
ing of 19 short-period stations, in order to identify sec-
ondary phase arrivals, particularly depth phases (pP and
sP phases) and their phase conversions for M>4 MTJ
earthquakes (Figure 2.10). It appears that the YKA
recorded depth phases from MTJ earthquakes well - par-
ticularly sP phases - because of larger S-wave energy from
the source due to the combination of geometry between
YKA and MTJ earthquakes and the majority of right
lateral strike-slip faulting in the MTJ fault zone (Figure
2.10b). With the depth phase identified from the YKA
seismic array data, we were able to constrain the focal
depth of the 2007 Mw 5.0 MTJ event to be 24 km (Fig-

Figure 2.9: Location of the MTJ earthquakes (gray cir-
cles) during 1984-current from the NCEDC catalog. Back
dots are M>3 earthquakes analyzed in our preliminary
analysis to identify characteristically repeating earth-
quakes. Blue circles are identified repeating earthquakes.
Also shown are slow/low-stress-drop earthquakes (green
circles) (Guilhem et al., 2007) and M>6 earthquakes (red
stars). Triangles are seismic stations. Red triangles are
the broadband stations of BDSN. Black and green ones
are USGS’s short-period and broadband seismic stations,
respectively. Yellow triangles are the PBO borehole seis-
mometers and the light blue one is the CGS borehole
seismic array. Also shown are broadband seismometers
of EarthScope Transportable Array (purple triangles).

ure 2.10c).

5.3 Characteristically Repeating Mi-
croearthquake

Our preliminary search for repeating microearthquakes
in the MTJ region has revealed numerous and distributed
sites of repeating microearthquake activity in the MTJ
region (Figures 2.9 and 2.11). In the preliminary work,
we have focused on M>3 earthquakes in the MTJ re-
gion. We are currently extending our analysis to smaller
earthquakes and are particularly interested in detecting
temporal changes in fault creep rates inferred from re-
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Figure 2.10: (a) An example of observed YKA data for
the 9 May 2007 Mw 5.0 MTJ earthquake. The direct
P and sP phases are seen at 310 s and 320 s, respec-
tively. (b) Map view of the MTJ event and the YKA.
Also shown are estimated back azimuths for P and sP
phases. (c) Predicted time difference between P and sP
(and pP) phases as a function of source depth using the
ak135 velocity model (Kennett et al., 1995). The time
difference between sP and P phases of 10 s indicates the
focal depth to be 24 km. (d) Frequency-wavenumber di-
agrams for P and sP phases. The slowness and back
azimuth of the maximum power is marked by the white
circle.
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Figure 2.11: Characteristically repeating earthquakes
identified from our preliminary analysis. An example
of vertical seismograms recorded at station WDC for
an earthquake doublet in the MTJ region. This earth-
quake doublet has the largest magnitude (Mw 4.4) among
the identified repeating earthquake sequences. A 1-4 Hz
bandpass filter was applied.

peating microearthquakes accompanying tectonic events
(for example, the 9 January 2010 M 6.5 Gorda Plate
earthquake).
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6 Detecting the 2011 M9.0 Tohoku Earthquake with Moment Tensors

Aurelie Guilhem and Douglas S. Dreger

6.1 Introduction

The M9 Tohoku earthquake offshore Japan that oc-
curred on May 11, 2011 triggered strong local and re-
gional shaking as well as a large-scale tsunami that
caused major damage in both the near- and far-field. The
Japanese earthquake and tsunami warning systems were
able to detect and locate the earthquake; however infor-
mation regarding the focal mechanism of the event was
unknown until the moment tensor from the W-phase was
published about 20 minutes after the event. Because of
the dense Japanese seismic network of strong-motion sta-
tions (K-NET), this event gives us the opportunity to test
the approach proposed by Guilhem and Dreger, 2011 to
rapidly detect, locate, and obtain the moment magnitude
and mechanism of megathrust earthquakes.

6.2 Method

We use the method proposed by Guilhem and Dreger
(2011) to automatically compute moment tensors on a
grid of virtual sources distributed every 0.25 in latitude
and longitude and at the slab depth, following a stream-
ing data procedure. Here, the grid is defined by 357 nodes
and overlaps the rupture of the M9 Tohoku earthquake
(Figure 2.12). Moment tensors are computed every sec-
ond, and the detection of the earthquake and its source
information (location, seismic moment, mechanism, ori-
gin time) is obtained once the variance reduction (VR),
which measures the fit between the data and the syn-
thetics, reaches a maximum value and is above a thresh-
old value (65%, for example). Velocity Green’s functions
(GFs) for each virtual source, and corresponding slab
depths are pre-calculated using a 1D velocity model used
by Tsuruoka et al. (2009) for the GridMT technique used
in Japan. Because we target a large-scale earthquake, we
include a source time duration in the GFs of 150 seconds.

6.3 Data

We download the strong-motion records of the M9
earthquake from the K-NET database, corresponding to
a dataset of three-component acceleration seismograms
for 273 stations. We select a set of 12 stations distributed
along the earthquake rupture that recorded 300 seconds
of data at 100 samples per second. We first correct
the data for the instrumental gain and decimate them
to 1 sample per second. Because the proposed method
of Guilhem and Dreger (2011) for the rapid detection of
M>7 earthquakes uses very long-period (100-200 second)
data and inverts 8 minutes of records, we extend the

strong-motion records by adding zeros to generate seis-
mograms of 30 minutes in length; then we integrate them
to velocity and use a causal bandpass filter with corner
frequencies of 0.005 and 0.01 sec.

Figure 2.12: Map of the best moment tensor solutions
using a set of strong motion stations distributed along
the rupture. The star shows the JMA location, the black
beach ball diagram shows the Global CMT USGS solu-
tion and the colored mechanism corresponds to the best
solution using the grid. (See color verson of this figure
on the front cover.)

We use sets of four strong-motion stations per calcula-
tion, and we test the sensitivity of the moment tensor
analysis for different limited station coverages (Figure
2.12).

6.4 Results

Figure 2.12 shows that the long period single point-
source GFs used in the moment tensor approach allow the
detection and characterization of the megathrust event
with a high level of confidence (i.e. >70%) even if the
station coverage is limited. The best solutions are cen-
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tered within the rupture segment, and our best solutions
(i.e. with the largest VRs) are in close proximity to the
USGS CMT solution (black mechanism in Figure 2.12)
and to the JMA epicenter (red star). The origin time, the
moment magnitude, and the mechanism that we find are
in agreement with other datasets (USGS CMT, USGS W-
phase, Global CMT). This shows that this analysis that
uses a 100-200 sec passband does not suffer from sat-
uration, which is a common problem observed for such
large earthquakes, and was observed again for the M9
Tohoku earthquake. Also, the higher variance reduction
estimates do appear to define the limits of the main slip
area.

Finally, we find similar results when using restricted
data coverage; i.e. when we use stations that are only
located in the northern part of the rupture and inversely
with stations located to the south of it (Figure 2.13).
However, as Figure 2.13 shows, having stations located
along the entire rupture enables us to better define the
area of slip with the best VRs for the earthquake.

6.5 Conclusion

These results are very promising for the rapid detec-
tion and characterization of the major M9 Tohoku earth-
quake and other large magnitude subduction zone earth-
quakes. The 100-200 sec period strong-motion data do
not saturate, and, as a consequence, the seismic moment
and mechanism can be obtained within 8 minutes of the
origin time. Because the M9 Tohoku earthquake had a
compact slip region over a relatively small rupture length
for similar sized earthquakes, the single point-source GFs
work well. However, for more elongated slip models with
multiple large slip areas, the use of quasi-finite-source
GFs might provide better constraints on the events, as
demonstrated by Guilhem and Dreger (2011).
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Figure 2.13: Map of the best moment tensor solutions
using a set of strong motion stations distributed along
the rupture.
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7 Time-Lapse Monitoring for Detection of Transient Stress Changes in
Geysers Geothermal Field

Taka’aki Taira

7.1 Introduction

Temporal changes in the properties of seismic struc-
tures are indicators of stress changes at depth, providing
a means of continually monitoring the state of stress at
seismogenic depth. At the Geysers geothermal field, we
investigate stress-induced structural changes by making
use of continuous seismic data at high sampling rates
from dense seismic networks operated by LBNL and the
USGS. Of particular importance to our work is the LBNL
seismic network that contains 28 seismic stations dis-
tributed over the geothermal field (Figure 2.14). Each
station consists of 3-component sensors with a natural
frequency of 4.5 Hz sampled at 500 Hz.

7.2 Seismic Velocity Change

Our principal focus is on the imaging of time-varying
properties of the seismic noise wavefield. Following
Bensen et al. (2007), we analyzed data from August
to December 2006, spanning the time of the 20 October
2006 Mw 4.6 Geysers earthquake. A reference Green’s
function was computed for each station pair by stacking
the daily cross-correlations for the entire 5-month period
(Figures 2.15a and b). The changes in seismic structure
were determined by measuring time delays between the
reference Green’s function and 30-day stacks of cross-
correlation functions in the frequency range from 0.1 to
0.9 Hz. Our preliminary result shows a change in cross-
correlation function immediately after the 2006 Mw 4.6
Geysers earthquake, indicating that the delay time was
increased by 0.08 s (Figure 2.15c). We infer the increased
delay time to be a change in seismic velocity structure due
to fluid redistribution around the fault resulting from a
combination of both post-seismic stress relaxation and
fault-zone damage induced by the Mw 4.6 earthquake.

7.3 Seismic Anisotropy Change

We additionally explore changes in seismic anisotropy
properties through rotation of quasi-Rayleigh and quasi-
Love wave polarization angles. In our preliminary anal-
ysis, we calculated the average noise cross-correlation
functions between all components of the seismic noise
wavefield between LBNL stations FUM and STY (Figure
2.16). Our result shows that a strong Rayleigh pulse at
0.4 s for both the vertical and radial point-force sources
and a Love pulse at 0.3 s for the transverse point-force
source are retrieved, which will allow us to investigate
temporal changes in seismic anisotropy in this area.

Figure 2.14: Map view of the Geysers area showing the
28 LBNL (green triangles) and USGS (blue triangles)
seismic stations. Gray dots are locations of relocated
earthquakes in this area during 1984 - 2008 (Waldhauser
and Schaff, 2008). Also shown are M 4+ earthquakes
(solid circles) since 1984. Red circle is the epicenter of
the 2006 Mw 4.6 Geysers earthquake.
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gust to December 2006. Other colored waveforms are
stacked 30-day cross-correlation functions. (b) Enlarged
view of five noise cross-correlation functions (the refer-
ence Green’s function and four cross-correlation func-
tions from day of year, 249 through 338), shown in the
gray area in Figure 2.15a. Note that a change in cross-
correlation function occurred after the 20 October 2006
Mw 4.6 Geysers earthquake (day of year 293), which
strongly suggests a change in seismic structure associ-
ated with this earthquake. (c) Delay time measurement
from noise cross-correlation analysis. An abrupt tempo-
ral change in delay time is seen around the occurrence of
the Mw 4.6 Geysers earthquake.

(a)

0.0 0.3

0.0

0.3

0.0 0.3

0.0

0.3

TransverseRadial

V
e
rt

ic
a
l

V
e
rt

ic
a
l

(b) (c)

(e) (f)

0.0 0.3

0.0

0.3

0.0 0.3

0.0

0.3

TransverseRadial

V
e
rt

ic
a
l

V
e
rt

ic
a
l

0.0

0.3

A
m

p
lit

u
d
e

(d)

0.0

0.3

A
m

p
lit

u
d
e

Time (s)

20 4

Time (s)

20 4
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8 Measuring Fault-Zone Rheology at Depth from Characteristically Re-
peating Earthquakes

Taka’aki Taira, Robert M. Nadeau, Douglas S. Dreger

8.1 Introduction

Measuring fault-zone rheological properties at in-situ
conditions is a crucial key to understanding the mechan-
ics of postseismic deformation, aftershocks and the oc-
currence of triggered earthquakes following larger seis-
mic events. However, it is fundamentally difficult to in-
fer rheological properties at greater depth from surface
measurements of strain. Here we introduce a methodol-
ogy for directly measuring in-situ fault-zone rheological
parameters at seismogenic depth that makes use of time
evolutions of fault creep inferred from time-dependent
recurrence intervals and seismic moments of characteris-
tically repeating microearthquakes as deep creepmeters.

8.2 Transient Deep Fault Creep Induced
by the 2004 Parkfield Mainshock

We observe the deep creep response to the abrupt
change of stresses triggered by the 2004 Mw 6.0 Parkfield
earthquake from time-varying source properties of re-
peating earthquake sequences. Frequencies of repeating
earthquakes in sequences were greatly accelerated by the
2004 Parkfield earthquake. Subsequently they decayed
through the stress relaxation process (Figure 2.17a).

Temporal changes in fault creep rate inferred from re-
peating earthquakes have been thought to be the result of
localized transient stress changes near sequences (Nadeau
and McEvilly, 2004). In this interpretation, temporal
evolutions of inferred stress-driven creep events will be
controlled by a single rheological model in the subse-
quent postseismic period, compared with geodetic mea-
surements of surface displacement that are likely the re-
sult of combinations of multiple postseismic relaxation
processes such as pore fluid diffusion, frictional slip and
viscoelastic stress relaxation. This sensitivity to near-
field deformation, in principle, provides a means of di-
rectly measuring in-situ fault-zone rheological properties.

8.3 Modeling Deep Fault Creep

We inverted calculated cumulative seismic slips of the
postseismic time series over four years to resolve the rhe-
ology model controlling the temporal behavior of the in-
dividual fault creep events, using the postseismic relax-
ation law introduced by Montési (2004). In this consti-
tutive relation in Montési (2004), frictional slip and the
viscoelastic relaxation process are the two end-members
of the stress-driven creep rheology model that are de-
termined through the estimation of the stress exponent
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Figure 2.17: (a) Transient deep fault creeps inferred from
characteristically repeating earthquake sequences. (b)
Waveforms recorded at one of the HRSN borehole sta-
tions for one repeating earthquake sequence.

n. For viscoelastic creep, n ranges from 1 to 4, and for
frictional sliding, n � 1.

We utilized six subsets of repeating earthquake se-
quences that are spatially clustered (Figure 2.18), de-
termining the best-fitting n and other constants using
a simultaneous inversion approach with the assumption
that all sequences in individual subsets have the same
value of n, but with different other constants. Of the
six subsets, five subsets yield n larger than 10, indicating
that the time evolutions of the inferred fault creep events
from those five subsets can be governed by frictional slid-
ing (Figure 2.19). On the other hand, the evolution of the
deep fault creep events inferred from the remaining deep-
est subset shows that it is most consistent with ductile
creep (2 < n < 4) rather than frictional sliding (Figure
2.20).

8.4 Rate-Strengthening Frictional Slid-
ing

We estimated the friction parameter, A = aσn, where
a is a constitutive parameter and σn is the effective
normal stress, surrounding the fault patches in which
the characteristically repeating earthquakes occur, with
the co-seismic Coulomb stress change (∆CFF) (Figure
2.18a) based on the source model of the 2004 Park-
field mainshock (Kim and Dreger, 2008). In the rate-
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Figure 2.18: Cross-section views of (a) the Coulomb
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and Dreger, 2008) and (b) the postseismic slip model
(Murray and Langbein, 2006) between days 60 and 230
of the postseismic period. Green circles are the locations
of the repeating earthquake sequences. Yellow star is the
hypocenter of the 2004 Parkfield mainshock.

strengthening sliding model in Perfettini and Avouac
(2004), the friction parameter A can be written as A =
∆CFF/ ln(V+/Vpl) where V+ and Vpl are the sliding ve-
locity immediately after the mainshock and the inter-
seismic slip rate. We estimated V+ and Vpl from time
evolutions of seismic slip with a least-squares method for
individual subsets. Resulting A are estimated to be 0.05
to 0.15 MPa.

8.5 Viscoelastic Relaxation

Our result shows that the evolution of seismic slips
from the deepest subset sequence exhibits viscoelastic
creep response (Figure 2.20), suggesting that they may
be governed by viscous flow in the ductile lower crust.
The resulting 6-cm deep postseismic deformation be-
tween days 60 and 230 of the postseismic period near
this deepest subset sequence (Figure 2.18b) could be a
response to ductile deformation.
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9 Free-Surface Vanishing Traction Effects on Shallow Sources

Andrea Chiang and Douglas S. Dreger

9.1 Introduction

Waveform inversion to determine the seismic moment
tensor is a standard approach in determining the source
mechanism of natural and man-made seismicity. The
moment tensor is a general representation that includes
the double-couple (DC) and non-double-couple sources
such as explosions, opening and closing cracks, and vol-
ume compensated linear vector dipoles (CLVD). Previ-
ous studies (Ford et al., 2009; Ford et al., 2009; Ford et
al., 2010) have shown that regional full waveform mo-
ment tensor inversion can discriminate isotropic events
due to nuclear explosions from other seismic sources such
as earthquakes and mine collapses. The method is robust
and capable for source-type discrimination applications
at regional distances. There can be complications, how-
ever, and as part of our continuing efforts to investigate
and improve the capabilities of regional full waveform
moment tensor inversion for source-type identification
purposes, we address the issue of the effect of free-surface
vanishing traction on recovering the seismic moment ten-
sor, scalar seismic moment, and explosive yield.

9.2 Problem of Vanishing Traction for
Shallow Sources

For shallow seismic sources that are effectively at the
free surface, the vanishing traction at the free surface will
cause the associated Green’s function coefficients to have
vanishing amplitude (Julian et al., 1998). This results in
the indeterminacy of the Mxz and Myz components of
the moment tensor, and bias in the isotropic and total
scalar seismic moments.

9.3 Source Depth Sensitivity Analysis

Using the Song velocity model (Song et al., 1996), we
generate Green’s functions at regional distance (100 km)
with source depths ranging from 1200 m to 200 m and
compute the ten fundamental Green’s function time se-
ries at each depth. The Green’s functions were bandpass-
filtered between 10 and 50 seconds period. As shown in
Figure 2.21, there is strong source depth sensitivity on
the vertical dip-slip (DS) Green’s functions associated
with the Mxz and Myz elements for all three compo-
nents (ZDS, RDS and TDS) in which there is a system-
atic reduction in displacement amplitude with shallowing
source depth. This effect was noted in a study on fun-
damental Love and Rayleigh waves for nuclear explosions
and associated tectonic release (Given and Mellan, 1986).
In contrast, the vertical strike-slip Green’s functions for
all three components (ZSS, RSS and TSS) and the explo-
sion Green’s functions for the vertical and radial compo-
nents (ZEP, REP) show little to no variation in amplitude

200 m

400 m

600 m

800 m

1000 m

1200 m

DS = Vertical dip-slip

SS = Vertical strike-slip

DD = 45º dip-slip

EP = explosion

Figure 2.21: Fundamental displacement Green’s func-
tions calculated using the Song et al. (1996) velocity
model and bandpass-filtered between 10-50 seconds. Z,
R and T are the vertical, radial and tangential compo-
nents, respectively.

and waveform. The 45◦dip-slip Green’s functions (ZDD
and RDD) show minor variations in waveforms due to
the constructive and destructive interference of waves in-
teracting with the free surface. While this interference
appears minor in the 10 to 50 second period passband
(Figure 2.21) it is more pronounced in the unfiltered syn-
thetics.

The weak DS component Green’s functions can lead to
bias in seismic moment tensor results, particularly when
noise in the data is considered. However, we note that
while there are strong effects on amplitude, the wave-
forms remain similar and there is little effect on the phase
of the waveforms on these components. This suggests
that it should be possible to develop correction terms
for seismic moment tensor results when source depth is
not known. Additionally, it suggests that pure-explosion
models should not suffer from the free-surface bias. We
will investigate both possibilities by introducing a cor-
rectional term to scale the Green’s functions for shallow
sources prior to the moment tensor inversion, or to incor-
porate a damping factor in the inversion to minimize the
free-surface vanishing traction effect on shallow sources.
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Figure 2.22: Depth sensitivity analysis where the ratios
(circle and triangles) between recovered isotropic moment
(rMiso) and the input value (iMiso) are shown over the
depth range for different SNR scenarios. Results for SNR
of 10 and 5 using the grid-search method overlaps.

9.4 Scalar Seismic Moment Sensitivity

A second set of synthetic tests is performed using com-
plete moment tensor inversion (Minson and Dreger, 2008)
and a grid-search method. This is an attempt to explore
the free-surface effects on isotropic moment estimation
and hence the yield. Since the vanishing traction at the
free-surface shows little effect on the explosion Green’s
functions, we expect the inversion to be stable. However,
noise and tectonic release associated with the explosion
will bias the full moment tensor estimates. Using the
same set of Green’s functions calculated in the waveform
analysis, we generate synthetic data for a pure explosion
case with different signal-to-noise ratios (SNR) by adding
random Gaussian white noise. The synthetic data is then
inverted using the Green’s functions at the correct source
depths, ranging from 1200 m to 200 m.

For a four-station, semi-ideal coverage (source-station
distance distributed at regular intervals and in semi-
regular azimuths) we see a strong effect on the isotropic
moment at depths shallower than 400 m (Figure 2.22)
for SNR ≤ 5. At 200 m and 400 m depths, the inver-
sion over-estimates the isotropic moment by a factor of
∼3, depending on the SNR. However, the effect dimin-
ishes rapidly at depths ≥ 600 m, and with relatively good
SNR of 5 and 10 the inversion method can recover the
isotropic moment, while with an SNR of 2 it is not pos-
sible to recover the isotropic moment at depths < 1000
m. Based on the moment tensor analysis, it is possible
to recover the isotropic moment for long period waves
(10-50 second) with SNR down to 5 at depths ≥ 600 m,
and possibly shallower sources with a SNR of 10 or at
depths ≥ 1000 m with a SNR of 2. We also invert the
synthetic data using a grid-search method for a pure ex-
plosion model at each depth. Using this method, we can
recover the isotropic moment at each depth for all three
different SNR scenarios (Figure 2.22). In this case, a

simpler explosion model can better recover the isotropic
moment.

9.5 Conclusions

Preliminary results indicate that the DS Green’s func-
tions associated with the Mxz and Myz components are
affected by the vanishing traction effect at the free-
surface, and this leads to biases in the recovered full
moment tensor solutions. The amplitude of the Green’s
functions decrease systematically, and the waveforms
look similar over the targeted depth range with little
phase distortion. Initial synthetic testing shows a depen-
dence on source depth and SNR regarding the waveform
moment tensor inversion’s ability to recover the isotropic
moment of a pure explosion source. The inversion can
recover the isotropic moment at all depths with a SNR
of 10 and at depths ≥ 600 m for a SNR of 5. How-
ever, noise and the free-surface have minor effects on the
isotropic moment recovery for a simple explosion model
using a grid-search method. The next step is to con-
tinue testing different velocity models and compare their
waveforms, and to introduce a correctional term either
applied directly to the Green’s function calculations or in
the moment tensor inversion to minimize the vanishing
traction effect and improve the stability of the inversion
for shallow sources.
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10 Moment Tensors for Aftershocks of the M 7.9 Wenchuan Earthquake

Xiangdong Lin and Douglas Dreger

10.1 Introduction

On 12 May 2008, a magnitude 7.9 earthquake occurred
beneath the steep eastern margin of the Tibetan plateau
in Sichuan. This earthquake and its aftershocks caused
huge losses in human life and property. To mitigate dis-
asters caused by great earthquakes in the future, it is
necessary to study the source properties and triggering
mechanisms of the Wenchuan earthquake and its after-
shocks. In this study, we use the wave field expression
produced by the dislocation of a point source in the lat-
eral layer and the frequency-wavenumber integration (F-
K) method (Wang, et al., 1980) to calculate the theo-
retical surface displacement caused by the earthquake.
We obtain the seismic moment tensor solution, using the
linear least squares method to minimize the fitting resid-
ual between theoretical and observational displacement
of the fixed source depth earthquake (Dreger, 1993.)

Figure 2.23: The moment tensor solution for the ninth
Wenchuan aftershock in our study.

10.2 Data

In this study, we collect about 200 high signal-to-
noise ratio waveforms (Zheng et al., 2010)(Ms≥ 4.0) of
Wenchuan series’ aftershocks from the local seismic net-
work. The stations involved are the broadband stations
within 500 km of the epicenter. We remove the instru-
ment response and trend; integrate the waveforms to dis-
placement; and rotate the three component waveforms
into the vertical, radial and tangential direction for the
inversion.
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Figure 2.24: Moment tensor solutions for the mainshock
and for the nine aftershocks in our study (red beach balls
represent moment tensors calculated in this study, while
green ones are cited from GCMT solutions.)

10.3 Preliminary results

In the vicinity of the 12 May 2008 earthquake, here-
after referred to as the Wenchuan earthquake, the east-
ern margin of the Tibetan plateau rises steeply westward
from 500 m to > 4000 m elevation. Mountain peaks
within the Longmen Shan reach elevations higher than
6000 m (Burchfiel et al., 2008). The eastern plateau mar-
gin formed by the Longmen Shan coincides with steep
gradients in crustal thickness (from 60∼65 km in the west
to ∼40 km in the east; Xu et al., 2007) and seismic wave
speed changes from slow in the west to fast in the east,
showing that the tectonic structure is very complex in
this region. Following previous velocity structure study
results, we established four 1-D models for the basin area
and for the southwest, northeast and northwest mountain
areas, respectively. Using these models, we obtained nine
aftershock moment tensor solutions (see Figures 2.23 and
2.24.) The moment tensor solutions for aftershocks No.
1, No. 6, and No. 9 in our study are very close to results
from the USGS (Figure 2.24.) The rupture plane and
the aftershock sequence extend northeast of the Longmen
Shan range, and the faulting geometry along the rupture
appears to be complex. Reverse and right-slip compo-
nents are of comparable magnitude along the southwest-
ern portion of the rupture, but right-slip dominates the
northeastern portion of the rupture (Zhao et al., 2010).
The nine aftershocks solutions also coincide with results
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Table 2.1: The catalog of studied earthquakes
No. Occurrence time Latitude Longitude Magnitude Depth
1 20080512191100.1 31.18 103.25 MS6.0 9
2 20080512230529.3 31.15 103.34 MS5.1 13
3 20080512230542.6 31.19 103.28 MS5.2 15
4 20080512232852.3 31.00 103.20 ML5.3 11
5 20080513012904.4 31.18 103.23 ML5.1 9
6 20080513040848.5 31.25 103.49 MS5.6 10
7 20080513044530.8 31.45 104.15 MS5.0 7
8 20080513050812.1 31.16 103.10 MS4.4 6
9 20080724035443.7 32.50 105.30 MS5.6 17

from Zhao et al., 2010; earthquakes No. 1∼8 have a large
strike-slip component, while No. 9 is reverse.

10.4 Future work

In the future, we intend to calculate moment tensor
solutions for our full set of ∼200 Wenchuan aftershock
waveforms for use in our investigation of the dynamic
crustal characteristics of this area.
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11 Focal Depth of the 2008 Panzhihua Earthquake from Depth Phase
sPL and Joint Inversion of Local and Teleseismic Waveforms

Jiajun Chong, Zhenjie Wang (USTC), Sidao Ni (KLDG), Barbara Romanowicz

11.1 Introduction

On August 30th, 2008, an Ms 6.1 earthquake occurred
near Panzhihua city and Huili county, Sichuan Province
(hereafter referred to as the Panzhihua earthquake). Pro-
posed to be on the Yuanmou-Lvzhijiang fault, this earth-
quake sequence provides us an opportunity to study prop-
erties of the Yuanmou-Lvzhijiang fault and thus helps us
to understand the seismogenic processes of this region.
However, there is a controversy over the focal depth of the
main shock. The focal mechanisms given by USGS and
GCMT are similar, but the focal depths are quite differ-
ent: 17.0 km and 24.1 km for the USGS and GCMT solu-
tions, respectively. Moreover, some waveform based stud-
ies suggest a much shallower depth (Long et al., 2010).
Thus, it is important to study focal depths of the Panzhi-
hua earthquake sequence, which may be crucial parame-
ters for constraining the brittle - ductile transition depth
in this region and also important for strong ground mo-
tion studies. In this study, two approaches are employed
to obtain a reliable focal depth of the Panzhihua earth-
quake. First, whole waveform inversion of local and tele-
seismic waveforms with CAP (Cut and Paste) method
(Zhu and Helmberger, 1996) is used to invert for the fo-
cal mechanism and focal depth of the mainshock. Then,
a waveform comparison method (WCM) with a recently
proposed depth phase sPL (Chong et al., 2010) is veri-
fied with the focal depth from waveform inversion. After
that, we estimate depths of six ML4+ aftershocks using
the sPL phase observed at a station located about 37 km
from the mainshock.

11.2 Focal depth and mechanism from
waveform inversion

We use a modified version of the CAP method to in-
vert for focal mechanism and focal depth by fitting lo-
cal and teleseismic waveforms simultaneously (Wang et
al., 2011). Local and teleseismic data from the main-
shock are collected from 6 local broadband stations and
17 IRIS/GSN teleseismic stations. The velocity model for
calculating local and teleseismic Greens functions is con-
structed by taking the average of a 2D profile from deep
seismic sounding in west Panzhihua. It is adjusted so as
to try and get the same focal depth from both waveform
inversion and depth phase sPL (Wang et al., 2011).

The joint inversion shows that the Panzhizhua earth-
quake is a predominantly strike-slip earthquake, and the
best focal depth is 11km (Figure 2.25); at this depth
both local and teleseismic datasets are matched by syn-
thetic seismograms very well (Figure 2.26). Our best
fault plane solutions (strike/dip/rake) for the mainshock

are, I: 194◦/78◦/12◦and II: 102◦/78◦/168◦; they are simi-
lar to that of USGS (I: 195◦/89◦/19◦, II: 104◦/71◦/179◦)
and GCMT (I: 190◦/90◦/4◦, II: 100◦/86◦/180◦), but dif-
ferent in dip angle (fault plane I should be the ruptured
fault plane according to the fault geometry and the dis-
tribution of aftershocks). However, our focal mechanism
is closer to the fault geometry according to field stud-
ies (Liu, 2008). This suggests that teleseismic waveforms
can constrain the dip angle of near vertical faults very
well because of their small take off angles. The moment
magnitude is 5.9, which is consistent with Mw6.0 from
GCMT, and the minor difference in moment magnitude
may be due to inaccurate t* used in computing the tele-
seismic body waves (for our study, t*p is chosen to be 1.0
second, and t*s is 4.0 seconds, which is usually adopted in
teleseismic waveform modeling, Kikuchi and Kanamori,
1982).
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Figure 2.25: Variation of scaled misfit with focal depth
in inversion the focal mechanism of the Panzhihua earth-
quake. Moment magnitude and focal mechanism are
shown for each depth as well.

11.3 Focal depths from depth phase sPL

sPL is a local seismic phase that is usually well ob-
served in the distance range of less than 50km, depend-
ing on the focal depth and velocity structure. The dif-
ferential time between sPL and direct P is insensitive
to epicentral distance but increases almost linearly with
focal depth, and it has been successfully used to deter-
mine focal depth with only one station at near distance
(Chong et al., 2010). With the obvious observations of
sPL at station PZH, which is 37km away from the main-
shock, we determined focal depths of the mainshock and
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Figure 2.26: Waveform fitting between synthetics (red)
and observations (black) for the Panzhihua earthquake
with focal depth at 11km for synthetics. (a) Five seg-
ments of local waveforms: vertical Pnl, radial Pnl, ver-
tical, radial and tangential surface wave, filtered in the
frequency range 0.03∼0.1 Hz with a 4th order Butter-
worth filter. (b) Teleseismic waveforms: vertical P and
SH, filtered in the frequency range 0.02∼0.1 Hz with 4th
order Butterworth filter.
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Figure 2.27: Focal depth determination for mainshock
and six aftershocks. Radial component waveforms (ve-
locity) are used for waveform comparison by fitting the
differential time between sPL and direct P. Gray for syn-
thetics and black for data, filtered in the frequency range
0.01∼1 Hz.

Table 1 Focal depths from sPL and from catalog by China Earthquake Network Center (CENC)  

Event 

ID 

Origin time (UTC) Longitude 

(degree) 

Latitude 

(degree) 

Depth 

from sPL 

(km) 

Depth 

from 

CENC 

(km) 

Source 

duration 

time (Sec) 

Evt_0 2008 08 30 08:30:52 102.06 26.30 11 19 3.5 

Evt_1 2008 08 31 08:31:10 102.06 26.27 15 13 1.0 

Evt_2 2008 08 31 09:34:49 102.06 26.25 16 12 0.6 

Evt_3 2008 08 31 11:00:30 101.99 26.16 16 14 0.4 

Evt_4 2008 09 05 08:24:15 101.98 26.23 11 16 0.2 

Evt_5 2008 09 30 01:16:38 101.94 26.24 12 13 0.4 

Evt_6 2008 10 25 02:13:59 102.01 26.21 16 15 0.2 

 

its six aftershocks following the approach of Chong et al.
(2010). As shown in Figure 2.27, differential times be-
tween sPL and the direct P phase are well fitted for all
events. And as a comparison, in Table 1, we see that fo-
cal depths of some events such as evt0 (mainshock), evt2,
and evt4, from our study are quite different from those of
the CENC catalog. Since the differential time between
sPL and P is insensitive to epicentral distance but in-
creases almost linearly with focal depth, we can arrange
aftershocks in the order of focal depth by comparing the
differential times between sPL and P. So, we conclude
that evt2, evt3 and evt6 are at almost the same depth
and deeper than other events, while evt0 and evt4 are
at almost the same depth but shallower than the other
earthquakes.

11.4 Conclusions

Our study indicates that the focal depth of the main-
shock of the 2008 M6 Panzhihua earthquake sequence can
be well constrained with two approaches: (1) using the
depth phase sPL and (2) using whole waveform inversion
of local and teleseismic data. We also show that precise
focal depths of aftershocks can be determined using the
depth phase sPL with only one broadband seismic sta-
tion. Our study indicates that the mainshock is located
at a depth of 11km, which is much shallower than those
from other studies, confirming that the earthquake oc-
cured in the upper crust. Aftershocks are located in the
depth range 11-16 km, which is consistent with a rup-
tured near-vertical fault whose width is about 10 km, as
expected for an M6 earthquake.

11.5 Acknowledgements

Supported by China Earthquake Administration fund
200808078, and NSFC funds 40821160549 and 41074032

11.6 References
Chong, J.J., Ni, S.D., Zeng, X.F., sPL, an effective seismic

phase for determining focal depth at near distance, Chinese
J. Geophys., (in Chinese), 53, 2620-2630, 2010

Liu, M.F., A Study on Genesis of Hongge Hot Spring in
Yanbian, Sichuan Province, Coal Geology Of China, (in Chi-
nese), 20, 45-48, 2008

Long, F., Zhang, Y.J., Wen, X.Z., Ni, S.D., Focal mecha-
nism solutions of ML ≥ 4.0 events in the Ms6.1 Panzhihua-
Huili earthquake sequence of Aug 30, 2008, Chinese J. Geo-
phys., (in Chinese), 53, 2852-2860, 2010

Kikuchi, M., and Kanamori, H., Inversion of complex body
waves, Bull. Seismol. Soc. Am., 72, 491-506. 1982

Wang, Z.J., Chong, J.J., Ni, S.D., Romanowicz, B., De-
termination of focal depth by two waveform based methods,
a case study for the 2008 Panzhihua earthquake, Earthquake
Science,(accepted)

Zhu, L.P., Helmberger, D.V., Advancement in source es-
timation techniques using broadband regional seismograms,
Bull. Seis. Soc. Am., 86, 1631-1641, 1996

27



12 Deviatoric Moment Tensor Analysis at The Geysers Geothermal
Field

Sierra Boyd, Douglas Dreger, Sean Ford (LLNL), Peggy Hellweg, Peter Lombard, Jennifer Taggart, and Tom
Weldon

12.1 Introduction

Geothermal energy has been produced at The Gey-
sers Geothermal Field in Northern California for more
than forty years. It has been demonstrated that in-
creased steam production and fluid injection correlates
positively with changes in earthquake activity, resulting
in thousands of tiny earthquakes each year with events
ranging in magnitude up to 4.5. We determine source
parameters for the largest of these earthquakes using
a regional distance moment tensor method. We invert
three-component, complete waveform data from broad-
band stations of the Berkeley Digital Seismic Network
for the complete, six-element moment tensor. Some so-
lutions depart substantially from a pure double-couple
(DC), with some events having large volumetric compo-
nents.

Care is needed in the assessment of the significance of
the non-double-couple terms. We have worked to develop
a systematic procedure for the evaluation of aleatoric and
epistemic solution uncertainty (e.g. Ford et al., 2009;
Ford et al., 2010). We will present the solutions for The
Geysers events together with estimates of random errors
and systematic errors due to imperfect station coverage
and knowledge of the velocity structure, which are needed
to compute Green’s functions for the inversion. Prelimi-
nary results indicate that some events have large isotropic
components that appear to be stable and suggestive of
fluid or gas involvement during the rupture processes.

We are presently working to incorporate full moment
tensor capability in the Berkeley Seismological Labora-
tory’s automatic processing system and analyst interface.
This upgrade will enable improved monitoring at The
Geysers and volcanically active regions of California.

12.2 Methodology

In this investigation, two source models, namely
a deviatoric moment tensor (DC + compensated lin-
ear vector dipole [CLVD]) and a full moment tensor
(DC+CLVD+isotropic component [ISO]), are evaluated
as possible source mechanisms for three M4+ events. The
objective is to determine the best fitting source model,
and then evaluate the significance and resolution of possi-
ble non-double-couple source types that might arise from
fluid-related processes in the geothermal system.

We start by determining the deviatoric moment ten-
sors for a range of possible source depths, from 2 to 11
km, using six seismic stations as shown in Figure 2.28.
These stations provide good coverage of the focal sphere,
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Figure 2.28: Map showing BDSN stations (squares) and
analyzed Geysers events (colored stars).

and were chosen based on their signal to noise levels and
availability for all the studied events to better enable
event-to-event comparison.

We found that depth sensitivity using data filtered be-
tween 0.02 to 0.05 Hz is limited, so we therefore restrain
our analysis to event depths determined from the North-
ern California Seismic System and Lawrence Berkeley
National Laboratory catalogs. Following the determi-
nation of best-fit solutions for each category, we then
evaluate the solutions using a battery of statistical, er-
ror estimation, and solution sensitivity tools. These tools
include the statistical F-Test to evaluate the significance
of improved fit with higher degrees of freedom in more
complex source models, a bootstrap procedure to esti-
mate aleatoric uncertainty, a station Jackknife test to
assess solution stability and to possibly identify prob-
lematic source-receiver paths where additional velocity
model calibration may be warranted, and tests using
Green’s functions for different velocity models. These
tests provide good assessments of random (aleatoric) un-
certainty as well as systematic or model (epistemic) un-
certainties. This report explores the relevance of various
source models, focusing on the Jackknife test and F-Test
portion of this analysis.
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12.3 Data Processing

Three M4+ earthquakes have been studied thus far
with this battery of tests. The events occur on May 12,
2006, October 20, 2006 and January 4, 2009. We restrain
the depths of the analysis to 3.5 km for the 2006 events
and 4.5 km for the 2009 event.

Broadband seismic data are recorded from a sparse net-
work operated by UC Berkeley. Five minutes of veloc-
ity data are downloaded from the Northern California
Earthquake Data Center (NCEDC) for six stations rang-
ing in distance from 55 to 140 km from the events of in-
terest. The stations include BDM, BKS, CVS, MCCM,
ORV, and GASB. Preprocessing of the seismic data in-
cludes removing the instrument response, integrating to
ground displacement and filtering the data between 0.02
and 0.05 Hz. Synthetic waveforms are generated using
FKRPROG, written by Chandan Saikia, and the GIL7
1D velocity model (e.g., Pasyanos et al., 1996) and fil-
tered between 0.02 and 0.05 Hz with an acausal Butter-
worth filter.

12.4 Deviatoric moment tensor analysis

The deviatoric moment tensor solution is composed of
double-couple (DC) and compensated linear vector dipole
(CLVD) components. The deviatoric moment tensor so-
lutions derived from six stations show differences in the
percentage of the non-double-couple component, with the
highest percentage for the May 12, 2006 event. This
event also has the lowest variance reduction. The devi-
atoric solutions for the 2006 events are shown in Figure
2.28.

The stability of the deviatoric moment tensor solutions
is investigated with a Jackknife test using all possible
groups of 5-, 4- and 3-stations. There are six groups of 5
stations, fifteen groups of 4 stations and twenty groups
of 3 stations. The 5-station Jackknife analysis shows
minor differences in the weighted variance reduction
and percent double couple compared to the 4- and
3-station Jackknife plots. The fluctuations seen in the 4-
and 3-station Jackknife plots may arise from imperfect
station coverage and a velocity model that may not be
ideal for all event-station paths. The variations are more
evident when particular stations are grouped together.

Deviatoric 6-sta 5-sta 4-sta 3-sta
05-12 2006

VRw% 77.6 78.1±1.6 78.7±2.3 79.7±3.3
%DC 30 31±5 31±9 34±14

10-20 2006
VRw% 82.6 83.1±1.3 83.8±1.8 84.9±2.2
%DC 65 66±7 67±12 67±14

0-04-2009
VRw% 81.8 82.8±1.8 84.0±2.6 85.7±3.5
%DC 67 68±6 68±10 69±14

The Jackknife analysis suggests overall stability in
the deviatoric moment tensor solutions with fluctuations
above and below mean trends, with consistently lower
values of VRw and percent double-couple for the May
12, 2006 event.

12.5 Full moment tensor analysis

The 6-element full moment tensor solution includes the
isotropic component and is representative for source pro-
cesses with a volumetric response. The fits are higher
when more degrees of freedom are used compared to the
deviatoric solutions. The full moment tensor solutions for
the 2006 events show higher percentages of non-double-
couple components compared to the 2009 event. How-
ever, the F-Test reveals that the full moment tensor so-
lution is somewhat significant for only the October 20,
2006 event, with a 91 percent confidence level of signifi-
cance. A Jackknife test of this event shows the isotropic
component to be stable at slightly above 40 percent for
all groups of 5-, 4- and 3-stations, as shown below. In
summary, the October 20, 2006 event exhibits a stable
and somewhat significant (91% confidence level of signif-
icance) isotropic component of approximately 42 percent.

Full solution 6-sta 5-sta 4-sta 3-sta
10-20-2006

VRw% 85.3 85.8±1.4 86.5±1.9 87.6±2.3
%DC 47 43±10 46±10 43±10

%CLVD 10 15±10 12±10 15±10
%ISO 43 42±2 43±2 42±3

Other models considered were the pure DC and DC+ISO.
F-test results show the DC model to be most appropri-
ate for the 2009 event. This initial analysis defines the
framework with which we will determine and review mo-
ment tensor solutions for M>3 seismicity occurring in the
region.
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13 Slip Transients, Deficit and Release from Repeating Earthquakes

Robert M. Nadeau and Ryan C. Turner

13.1 Introduction

To better understand interactions between seismic
and aseismic deformation, deep aseismic fault slip rates
(Vd) from characteristically repeating microearthquake
sequences (CS) (Nadeau and McEvilly, 1999) along the
central San Andreas Fault (SAF) were compiled and an-
alyzed. Previous CS based Vd studies have shown that
spatial and temporal variations in Vd can be resolved
over large contiguous regions, in diverse tectonic set-
tings, and back in time to well before the advent of
satellite-based geodesy (e.g., GPS, InSAR) (Nadeau and
McEvilly, 1999 and 2004; Bürgmann et al., 2000; Igarashi
et al., 2003; Chen et al., 2008). Such studies have also
revealed systematics in Vd indicative of slip transients as-
sociated with post-seismic deformation, slow-slip events,
quasi-periodic slip pulsing, and regions of slip-deficit ac-
cumulation.

13.2 Activities

We searched for CSs along a 200 km stretch of the
SAF in Central California and identified and compiled a
catalog of 343 CSs comprised of 2854 microearthquakes
ranging in magnitude from 1.5 to 3.5 and occurring over
a 27.333 year period between 1984 and April of 2011 (in-
clusive). The CSs were located between the approximate
southern terminus of the 1989 M6.9 Loma Prieta (LP)
and the northern terminus of the 1857 M7.8 Ft. Tejon
(FT) earthquakes, and the catalog includes CS activity
associated with the 2004 M6.0 Parkfield earthquake (PF)
rupture, its aftershock zone, and the aftershock zone
south of the LP earthquake rupture.

We used the method of Nadeau and McEvilly (2004)
to convert the the locations, times and magnitudes of the
CS micro-events to map the time histories of Vd within
the study region.

13.3 Findings

Figure 2.29 shows profiles of the CS derived short- and
long-term Vd behavior in the study zone in the context
of the spatio-temporal distributions of the 1989, M6.9 LP
and 2004, M6.0 PF earthquake rupture zones. The locked
(inferred rupture) zone associated with the 1857, M7.8
FT earthquake occurs immediately to the southeast.

Moving northwestward from 20 km along the long-term
profile (left), a sharp reduction in long-term Vd is ob-
served at ∼95 km. This corresponds to the bifurcation
of the SAF system into the SAF and the sub-parallel
Calaveras fault (not shown) strands. The sum of long-

term rates on these strands is comparable to the tectonic
plate rate (∼3.0 to 3.5 cm/yr), consistent with the shar-
ing of tectonic load release by the strands.

Between 20 and 95 km, no significant difference be-
tween long-term Vd before PF (pre-PF) and Vd for the
entire study period are observed. However, southeast of
20 km, long-term pre-PF rates are lower and are below
the plate rate, indicating slip deficit accumulation. The
reduced pre-PF rates are also apparent in the short-term
contoured profile. Following PF, short-term Vd increases
dramatically in the PF rupture and after-slip zones. By
April 2011, long-term Vd southeast to -15 km has caught
up to the plate rate. A similar pattern is seen in the LP
after-slip zone northwest of ∼125km, suggesting a gen-
eral pattern where slip deficit accumulates and releases
both seismically (on rupture zones) and aseismically (on
adjacent regions). This has important implications for
estimating the dimensions of future earthquake rupture
and magnitude from inter-seismic patterns of slip deficit
accumulation or paleoseismic observations of fault slip
from past earthquakes.

Southeast of -15 km, long-term Vd lags behind the
plate rate. Our search also revealed no CSs in the -35 to
-50 km segment that was included in the 1857 FT rupture
zone. This suggests considerable seismic and aseismic slip
release in a future large event which, if it happened today,
would average ∼4.5 meters of seismic slip.
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Figure 2.29: Profiles of the short- and long-term Vd behavior in the study zone in the context of the spatio-temporal
distributions of the M6.9 LP and M6.0 PF earthquake rupture zones. The locked (inferred rupture) zone associated
with the M7.8 FT earthquake occurs immediately to the southeast. Left panel: profiles of long-term Vd (15 km
smoothing) along the SAF for the entire observation period (solid black curve with grey fill) and for the period
preceding the 2004 PF event (dashed black curve). Thin gray line represents a tectonic plate-rate of 3.0 cm/yr.
Right panel: colored/contoured profile of % variations in short-term Vd (0.8 year averaging window) relative to the
long-term average (entire observation period). Light gray (yellow) regions show periods when short-term Vd exceeds
the long-term average by 20% or more. Dark gray (blue) regions show periods when long-term rate is below average,
and intermediate gray (blue-green) regions are those with Vd within +/- 20% of average. Rupture zones of PF and
LP events within the study area are black vertical lines, and the slip rate history (in cm/yr.) of a 15 km segment
(centered at ∼90 km) with nine cycles of particularly periodic aseismic slip-transient pulsing is shown with a white
curve.
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14 Immediate Triggering of Small Repeating Earthquakes at Parkfield

Kate Huihsuan Chen (National Taiwan Normal Univ.), Roland Bürgmann, Robert M. Nadeau

14.1 Introduction

We analyze 112 M -0.4 ∼ 3.0 repeating earthquake
sequences (RESs) to examine the triggering effect from
nearby microseismicity. For each RES event, the time dif-
ference (DT) with all other earthquakes within a distance
of 5 km is considered, together with the stress change in-
duced by preceding neighboring events (preshocks) and
vice versa for events following the RES events (post-
shocks). We use the moment of RES and background
events in the stress calculation (Equation 2.1) for the
postshocks (DT < 0) and preshocks (DT > 0), respec-
tively. Here we introduce a simple expression for the
static shear stress change (∆σ) (Aki and Richards, 1980):

∆σ = 1/6πMo/r
3, (2.1)

where r is the distance from a RES to the hypocenter
of each neighboring event (with seismic moment Mo).
Empirical tests using the shear stress change calculated
from an elastic-dislocation model (Okada, 1992) produce
values of in-plane stress changes consistent with Equation
2.1. In this calculation, we assume that all earthquakes
lie on a single plane and thus increase stress on their
neighbors, which is clearly not always the case.

14.2 Short-term triggering by nearby
events

The number and occurrence rate of events appears to
be increased for DT ≤ 5 days, suggesting an apparent
preponderance of triggering events over small time spans
for both pre-RES events and postshocks. In 2.30a, we
plot short-DT > 1kPa preshocks and postshocks show-
ing clear evidence of immediate triggering by and of very
close-by events. The close-by background events have
a large magnitude range, as shown in Figure 2.30b. A
cluster of M2 events occurs very close to the RESs in
space and time, as illustrated by the circles near (0,0),
whereas the M3 and M4-5 events do not show such an
obvious tendency. This suggests that in the DT ≤ 1 win-
dow, very high stress changes are likely a result of small
earthquakes triggering others over very short distances.

A remarkable difference between the number of
preshocks and postshocks appears if only events with
higher stress change are considered, as illustrated by the
measures for the events with > 1 kPa stress in Figure
2.30c. The > 1 kPa preshocks are much more frequent
within 5 days preceding the RES (solid line with filled
square), whereas the rate of postshocks does not show
much change with time following the RES (solid line with
open circle). Given that the events used to determine

stress change in the preshock and postshock domains
are background seismicity and repeating events (smaller
magnitude in general), the larger number of higher stress
changes for preshocks may be expected. After the 5-day
time window, both ≥ 1-kPa preshocks and postshocks
exhibit a similar occurrence rate, as shown by the simi-
lar slope of the solid lines in Figure 2.30c. Additionally,
the event rates reveal a systematic decrease out to 30-300
day windows.

Do the trigger stresses need to be of a certain magni-
tude to lead to immediate triggering? To answer this, the
data number in the varying DT window (<5000s, 5000s-1
day, 1-10 days, 10-20 days, 20-30 days, and 30-300 days)
is divided by the total number of >1 kPa events. The
percentage of high stress change preshocks is the great-
est for the DT<5000 s window, with declining percent-
ages for longer DT intervals. The largest difference in
data percentage between DT< 5000s and ≥ 1 day, 30%,
appears at log stress = 1.5 (∼ 30 kPa), whereas the dif-
ference among the DT≥ 1 day windows is less than 7%.
This may suggest that a stress increment of ∼ 30kPa or
more is needed to produce effectively immediate trigger-
ing (DT≤ 1 day) of RES events.

14.3 Conclusion

We examined interactions between RESs and nearby
earthquakes at a fine scale in an attempt to identify sys-
tematic interaction and to infer the possible physics be-
hind it. The joint occurrence of RESs and nearby back-
ground earthquakes indicates that short-term triggering
(<10% of its own average recurrence interval) between
neighboring events may be taking place and influenc-
ing the timing of repeating events. Immediate triggering
within a few seconds to minutes can happen when the
separation distance is less than a few km. When earth-
quakes are separated by longer distances, their commu-
nication (triggering) becomes less efficient. An appar-
ent preponderance of triggering of RES events over time
spans as small as one day is more evident when the stress
change imposed on the RES site is higher than ∼ 30 kPa.
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15 Joint Inversion of Seismic and Geodetic Data for the Source of the
4th March 2010 Mw 6.3 Jia-Shian, SW Taiwan, Earthquake

Mong-Han Huang, Douglas Dreger, Seung Hoon Yoo, and Roland Bürgmann

15.1 Introduction

The 4th of March 2010 Jia-Shian (Mw 6.3) earthquake
occurred in southwestern Taiwan and caused moderate
damage. Compared with other Mw 6+ events in the
world (e.g. 2004Mw 6.1 Parkfield earthquake), this event
has a smaller coseismic slip and no fault related surface
rupture, reflecting an unusually deep source in west Tai-
wan. The reported focal depth is 23 km, below the fold
and thrust belt of Taiwan. In this study, we inverted
geodetic (GPS and InSAR) and seismic waveform (strong
motion and broadband) data for finite-source models. We
compare inversions from each individual data set to bet-
ter understand their respective contributions and to de-
termine the appropriate weights and smoothing parame-
ters for a joint inversion. A joint inversion of the geodetic
and seismic data reveals a preferred model that shows a
primary slip patch that is approximately 20 km in diam-
eter with a peak slip of 28 cm and total scalar seismic
moment of 3.65 ×1025 dyne cm (Mw 6.34).

15.2 Inversion and Preliminary Result

We use a linear least squares inversion code based on
the method of Hartzell and Heaton (1983) in which the
finite source is discretized with a finite distribution of
point sources in both space and time. A damped, linear
least squares inversion with a positivity constraint (allow-
ing only for thrust dip-slip component) is used to deter-
mine the spatiotemporally distributed slip. A single time
window is used with a fixed dislocation rise time (0.5 s)
propagating away from the hypocenter with a constant
rupture velocity (2.6 km/s). A spatial smoothing with
linear equations minimizing differences in slip between
subfaults is applied to stabilize the seismic and geodetic
inversion. Different weighting and smoothing parame-
ters are applied to the simultaneous inversion using the
method proposed by Kaverina and Dreger (2002). The
Green’s functions for southern Taiwan are taken from Chi
and Dreger (2004). For the geodetic inversion, the geode-
tic Green’s functions are computed by assuming the same
layered elastic structure as for the seismic inversion. A
50 × 50 km NW dipping fault geometry with 625 sub-
faults was considered for the inversions. The coseismic
slip distribution is estimated from the inversion of each
data set separately and jointly.

Eight strong motion and three broadband seismic sta-
tions are used for the seismic inversion, and 108 GPS sta-
tions and three ALOS PALSAR interferograms are used
for the geodetic inversion. Both geodetic and seismic in-

versions reveal a consistent pattern for the main rupture
asperity near the hypocenter (Figure 2.31b). The joint
inversion shows a coseismic slip covering a 15 × 20 km
area northwest of the hypocenter with an average slip of
15 cm and a peak slip of 28 cm.

15.3 Discussion and Future Work

Both seismic and geodetic inversions obtain good fits
to the data, but the predicted moment magnitudes from
the two inversions are slightly different (Mw 6.3 for seis-
mic; Mw 6.34 for geodetic). The difference of the two
predicted moments is equivalent to a Mw 5.7 earthquake.
We note that the geodetic inversion shows more slip near
the largest (Mw 5.0) aftershock (Figure 2.31b), which
suggests that the difference may in part be due to defor-
mation from the early aftershocks spanned by the geode-
tic data. Consideration of both seismic and geodetic in-
versions can provide information about the main shock
and the early aftershocks.

Further work will focus on additional improvements of
the seismic inversion and the aftershocks analysis. For
example, the seismic inversion does not fit the directiv-
ity in station CHY089 well (Figure 2.31a), which might
be due to an over-simplified fault geometry or improper
Green’s functions. With these improvements, we will aim
to better understand the kinematic process of this event
and its tectonic framework in west Taiwan.
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Figure 2.31: (a) Right: The study area and the comparison of the GPS data (black arrows) and model prediction
(white arrows) using the finite source inversion. The circles are the aftershocks for the first 24 hours. The triangles
show the locations of the seismic station. The white dashed rectangle shows the fault geometry. Left: The comparison
of the strong motion seismic data (black) and the predicted models (gray) using the finite source inversion. Note that
the larger amplitude of station CHY089 is due to the directivity of this event. (b) The comparison of the coseismic
fault slip based on seismic (left) and geodetic (right) inversions. The arrows indicate the slip orientation of each
subfault. The circles show the distribution of the aftershocks.
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16 Tidal Triggering of LFEs near Parkfield, CA

Amanda M. Thomas, Roland Bürgmann, David Shelly, Nick Beeler, and Maxwell Rudolph

16.1 Introduction

We study the influence of the ocean and solid earth
tides on low frequency earthquakes in Parkfield, CA. Sev-
eral spatially localized families at ∼25 km depth seem to
fail preferentially when the tides are inducing negative
fault-normal stress, or clamping, inconsistent with con-
ventional models of fault strength. The hypocenters of
these earthquake families are spatially coincident with a
right-stepping bend in the San Andreas Fault near Gold
Hill. This observation argues that deformation can re-
main localized well below the brittle-ductile transition.
High pore-fluid pressures provide a potential mechanism
for maintaining localized, brittle deformation deep in the
crust.

16.2 Data

The 2001- January 2010 low-frequency earthquake cat-
alog of (Shelly and Hardebeck, 2010) is composed of
∼550,000 Low Frequency Earthquakes (LFEs) grouped
into 88 different families based on waveform similarity.
Locations of LFE families in Parkfield are tightly con-
strained by numerous P- and S-wave arrival times at
densely distributed stations. The location procedure in-
volves visually identifying individual LFE template event
candidates and then cross-correlating and stacking those
waveforms with continuous seismic data to detect other
LFEs in the same family. The most similar events are
stacked at all regional stations, and P- and S-wave ar-
rivals are identified on these stacked waveforms. LFEs
are located by minimizing travel time residuals in a 3D
velocity model of the Parkfield area (for further details
see Shelly and Hardebeck, 2010). Hypocenters of LFE
families, shown in Figure 2.32, are distributed along ∼150
km of the San Andreas Fault, from Bitterwater to south
of Cholame. Estimated source depths extend from just
below the base of the seismogenic zone to the Moho (16-
30 km depth) on the deep extension of the San Andreas
Fault, a zone previously thought incapable of radiating
seismic waves.

16.3 Methods

We compute tidally-induced strains at the centroid of
the tremor source region (-120.525, 35.935, 25 km depth)
using the tidal loading package Some Programs for Ocean
Tide Loading (Agnew, 1996), which includes both solid
earth and ocean tidal loading. Displacements from the
solid earth tide are very long wavelength compared to
the source region depth; thus we assume that the strains

modeled at the surface are not significantly different from
those at 25km depth. At the surface in Parkfield, the
ocean loading component is small compared to the solid
earth tides; however, the magnitude of the ocean loading
component should increase with depth, potentially im-
pacting the validity of the strains computed at the sur-
face. To resolve this potential issue, we calculate depth
dependent, spherical Green’s functions which are used to
compute the strains from only the ocean loading compo-
nent at depth. The dimension of the LFE source region is
small with respect to the degree two pattern of the tides,
but to validate the assumption that tidal stress changes
are small over the ∼140 km section of the San Andreas
Fault under consideration, we computed and compared
strain timeseries at the center and end of the LFE source
region and found that the difference was insignificant.

Assuming 2D plane strain (no depth dependence) in
a homogenous medium, we convert strain to stress using
a linear elastic constitutive equation. Stresses are then
resolved onto the San Andreas Fault assuming a strike
of N42◦W, parallel to the San Andreas Fault. The vast
majority of the stress amplitudes are due to only the
body tides, as the ocean loading contribution diminishes
with distance inland. Also, the body tides induce largely
volumetric stresses in the earth’s lithosphere: thus the
resulting shear stress on the SAF fault due to the tides
is approximately an order of magnitude smaller than the
normal stress.

16.4 Results

One spatially localized group of LFE families that ex-
hibit statistically significant correlation with compres-
sion, or negative fault-normal stress (FNS), warrants fur-
ther discussion. A simplified Coulomb friction model can-
not explain preferential triggering during times of com-
pression, as Coulomb failure stress depends positively
on fault normal stress, meaning that earthquakes should
preferentially trigger during times of extension and not
clamping. However, appealing to a more complicated
model seems unnecessary, as the remaining families have
either insignificant, or positive significant correlations
with the FNS and right-lateral shear stress (RLSS).

The mapped surface trace of the San Andreas Fault
has a small releasing bend, in the Gold Hill region be-
tween Parkfield and Cholame where the fault orientation
oscillates between N43◦W and N30◦W degrees west of
north in a distance of ∼10 km. While the 88 hypocen-
tral locations are too sparse to map fault geometry to
depth over the 160 km section of the SAF, the majority
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Figure 2.32: (a) A rotated map view of LFE locations color coded by family ID number as in figure 2. The stepover
region is outlined in red to highlight the common morphology of the surface fault strike and the LFE hypocentral
locations at depth. (b) The mapped fault strike, dark grey solid line, in degrees west of north (left axis) derived from
the strike in Panel A as a function of distance along the fault. Colored circles correspond to families in Panel A.
Their vertical position, measured relative to the right axis, is their FNS Nex value. Dark grey dashed line marks the
zero FNS Nex value with 99% confidence intervals indicated in light grey. The stepover region is marked in red and
correlates well with the negative FNS Nex values.

of locations seem to lie on one coherent fault strand with
very few events deviating substantially from the mapped
trace. This observation suggests that while some small
amount of the total slip budget is accounted for off-fault,
tremor-producing deformation largely remains localized
at depths up to 25 km, and if hypocenters are closely
spaced, their geometry may reflect the geometry of the
San Andreas Fault at depth. If the majority of LFE
hypocenters are on fault, the similar morphology of both
the LFE hypocentral locations and the mapped fault
trace within the fault-bend region suggests that rough-
ness on length scales of ten kilometers is preserved at
depth.

Panel B in Figure 2.32 compares the local fault ori-
entation derived from the mapped surface trace of the
San Andreas Fault to the observed FNS Nex values. The
most striking feature of this comparison is that nearly all
families within the fault bend have either insignificant
or negative values of FNS Nex values, suggesting that
fault geometry may be responsible for the mechanically
implausible correlation with clamping. While changing
the fault azimuth to account for local geometry in a 2D

plane strain model does not produce positive, or insignif-
icant Nex values, variable fault strike is still a reasonable
explanation for the anomalous Nex values, as the model
may not be sufficiently complicated to adequately char-
acterize the magnitude of stresses resulting from such a
geometry.
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17 TremorScope: Imaging the Deep Workings of the San Andreas Fault

Roland Bürgmann, Richard Allen, Pascal Audet, Douglas Dreger, Robert Nadeau, Barbara Romanowicz,
Taka’aki Taira, Margaret Hellweg

17.1 Introduction

Until recently, active fault zones were thought to de-
form via seismic earthquake slip in the upper, brittle
section of the crust, and by steady, aseismic shear be-
low. However, in the last few years, this view has been
shaken by seismological observations of seismic tremor
deep in the roots of active fault zones. First recognized
on subduction zones in Japan and the Pacific Northwest,
tremor has also been found to be very active on a short
section of the San Andreas to the southeast of one of the
most densely monitored fault segments in the world, near
Parkfield (Nadeau and Dolenc, 2005). This deep ( 20-30
km) zone of activity is located right below the nucleation
zone of the great 1857 Fort Tejon earthquake. Thus, un-
derstanding the temporally and spatially complex fault-
ing process in this zone may help us better understand
the conditions that lead to such large ruptures.

17.2 The Project Plan

Although the tremor source region is away from exist-
ing seismic networks in and around Parkfield, early stud-
ies of the deep tremor have led to dramatic revisions in
our views about how faults behave at depth (e.g., Nadeau
and Guilhem, 2009; Thomas, Nadeau and Bürgmann,
2009; Shelly, 2010; Shelly and Hardebeck, 2010). These
studies reveal behavior of faulting in the deep crust that
is complex and dramatically different from the “normal”
earthquakes that occur in the shallow crust. By adding
seismic stations around the tremor source zone, we will
complement the existing monitoring around Parkfield.
The result, the TremorScope network, will sharpen our
ability to explore this fascinating natural laboratory of
active lower crustal faulting.

The proposed network consists of eight new stations
to be centered on the tremor source (Figure 2.33). Four
sites will have borehole installations and an accelerom-
eter at the surface. The target is to install the equip-
ment in boreholes that are 300 m deep. Each hole will
have a three-component set of gimballed, 2 Hz geophones
cemented at the bottom that will be digitized at the
surface. In three boreholes, a Guralp downhole sensor
package, consisting of a three-component broadband seis-
mometer, a three-component accelerometer and a dig-
itizer, will also be deployed. The other four stations
will be surface installations consisting of a broadband
seismometer, an accelerometer and a digitizer. At all
locations, data will be logged onsite and forwarded to
Berkeley for real-time processing. The data will be used
in real-time earthquake monitoring (see Operations Sec-

tion 8), as well as for tremor studies. The borehole sites
(CASS, SCN, NC.PBP and NC.PPG) will be at some
distance from the tremor source centroid, to offer low-
noise, high quality recordings that offer good constraints
on the tremor locations and depth. The four surface sta-
tions, closer to the tremor centroid, will have broadband
seismometers, accelerometers and digitizers, as well as
data loggers.

The project began in January 2011. We have ordered
equipment and found sites for the stations (Figure 2.33).
During the summer, we will be performing telemetry
tests. We expect to install the stations in the fall of
2011.

17.3 Perspectives

Data from the TremorScope project will improve earth-
quake monitoring in the region south of Parkfield. In-
sights from the project will also contribute to under-
standing tremor and slip in other regions of the world
where such phenomena have been observed, but are not
nearly as accessible. Should a great San Andreas earth-
quake occur during this experiment, the network would
also provide unprecedented and exciting insights into the
seismic rupture process.
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Figure 2.33: Planned locations for TremorScope stations. Gold stars: Tremor locations. Colored squares: TremorScope
sites. NC.PBP and NC.PPG are currently operated by the USGS Menlo Park and have short period vertical geophones
and analog telemetry. Sites Cass, SCS, NC.PBP and NC.PPG will be borehole stations. SCN and SCS are collocated
with PBO GPS stations. Telemetry will go via radio to Carr Hill, Hogs Canyon Comm. or Black Mountain Comm.
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18 Search for Transient Deformation Following an Earthquake Sequence
near San Juan Bautista

Ingrid A. Johanson

18.1 Introduction

The San Juan Bautista segment of the San Andreas
fault has a history of producing slow earthquakes of about
the same size as its largest recorded seismic events. The
largest of these is a slow earthquake that followed a Mw

5.1 seismic event in 1998 and itself had a moment of Mw

5.0 (Gwyther et al., 2000). At the time, BARD station
SAOB was the only continuous GPS station in the region,
and it showed a ∼5 mm displacement due to the slow
earthquake (Uhrhammer et al., 1999). However, since
completion of PBO installation, there are several more
GPS stations and strainmeters that also would be capable
of detecting a 1998-like slow slip event (Figure 2.34).

Figure 2.34: Location map of San Juan Bautista segment
of the San Andreas fault. Purple circles are USGS and
Univ. Colorado, Boulder creepmeters; green circles are
PBO and BARD continuous GPS stations. Orange cir-
cles are the locations of M3 and higher earthquakes in
January, 2011, which are assumed to have occurred on a
southwest dipping San Andreas fault.

A recent series of earthquakes (Jan. 12-13, 2011) on
the San Juan Bautista segment was followed several days
later by a moderate creep event (Figure 2.35). We looked
closely at the nearby continuous GPS data to determine
how far the effect of the event could be detected and
thereby constrain the extent of the possible slow earth-
quake. However, there was no clear evidence of tran-
sient deformation at any of the GPS stations in the area.

Possible deformation signals would appear to be either
isolated to a single station (i.e. inconsistent with other
stations) or part of repeating seasonal deformation.
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Figure 2.35: Creepmeter records from 1/9/2011 -
2/9/2011 for one U. Colorado (NYR) and four USGS
creepmeters on the San Andreas fault. A small offset is
seen at the time of the earthquake, likely due to shak-
ing of the instrument during the event, rather than fault
slip. A creep event occurs at SAOB 13 days after the
M4.1 earthquake; after 4 more days, a creep event occurs
at XHR2 and CWN1.

18.2 GPS Results

Figure 2.36 shows time series of baseline changes for
two fault-crossing lines. P233 to SAOB seems to contain
transient deformation following the January earthquakes;
however baseline P233 to P788 does not have a similar
pattern. P788 is further away from the San Andreas fault
than SAOB, so the lack of transient deformation could
imply that the slow slip event is very shallow. If this were
the case, then there should still be some contribution
from motion of P233, which is a similar distance from
the fault as SAOB. The complete lack of post-earthquake
motion in the P233 to P788 baseline suggests that the
pattern observed in the P233 to SAOB time series is due
to fortuitously shaped noise.

In fact, on a larger scale, the pattern in Figure 2.36A
is minor in comparison to a larger decrease in the East
component of the P233-SAOB baseline at the end of 2010
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Figure 2.36: Time series of position differences for sites
P233 to SAOB (A: North B: East) and sites P233 to
P788 (C: North D: East). Both are fault-crossing base-
lines near the location of the 1/12/11 earthquake. Green
points are those processed with IGS Rapid orbit files
rather than Final orbits (black points). First set of black
lines are the times of the two largest EQs in the SJB se-
quence; the second set is the creep events at XSJ3 and
XHR2/CWN1.

(Figure 2.37B). This decrease and then resumption of
eastward motion is also apparent in the P251 to P232
baseline, which also crosses the San Andreas fault, but
has a longer distance. This suggests that the apparent
motion is due to a regional process. However, from a
multi-year time series, it is apparent that such a change
in eastward motion occurs every year in the wintertime
(Figure 2.37C). So while the motion may be consistent
across several stations, it seems likely due to regional
rainfall, rather than a slow slip event.
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19 Probing the Deep Rheology of Tibet: Constraints from 2008 Mw 7.9
Wenchuan, China Earthquake

Mong-Han Huang and Roland Bürgmann

19.1 Introduction

The 2008 Mw 7.9 earthquake occurred at Wenchuan of
Sichuan Province, China, and studies of the earthquake
and its postseismic relaxation give us an opportunity to
examine the rheology of east Tibet. The surface motion
after a large earthquake is a response to the redistribu-
tion of stresses induced by the earthquake and can be
used to probe the viscous strength of the upper litho-
sphere. Various processes can contribute to the postseis-
mic deformation, such as aseismic afterslip, aftershock
related deformation, viscoelastic relaxation in the lower
crust/upper mantle, and poroelastic rebound. In this
study, we consider the viscous relaxation due to the co-
seismic stress redistribution that would primarily affect
the middle- to far-field surface deformation.

Figure 2.38: Wenchuan postseismic deformation from
GPS. The arrows show horizontal motions, and colored
circles are the vertical displacement (the scale is shown
above). The inset shows the topographic contrasts be-
tween Tibet and the Sichuan basin (SB).

19.2 Method and Data

We apply an analytical solution (Pollitz, 1992) to cal-
culate postseismic deformation due to viscoelastic relax-
ation of a layered spherical Earth, and include the ef-
fects of gravity and medium compressibility. Each layer
can be represented with elastic or viscoelastic (Maxwell

Figure 2.39: The slant range displacement along the pro-
file in Figure 2.38. The mean SRD is the average of
the dots representing extracted data from InSAR pair
2008/07/21-2009/09/08. The predicted model shows
agreement with InSAR and GPS (projected to line of
sight).

and Burgers) properties. In this study, the density, bulk
modulus, and rigidity of each layer are based on the
CRUST 2.0 model (http://igppweb.ucsd.edu/~gabi/
crust2.html). The Wenchuan earthquake fault geom-
etry is based on Shen et al., 2009, based on geodetic
inversion of coseismic deformation. Our simplified fault
geometry is composed of five segments with different slip
rates, extends to a depth of 20 km, and runs along the
285 km Longmenshan fault zone oriented 229◦ (Figure
2.38).

Thirty one cGPS stations are deployed in eastern Ti-
bet in the hanging wall of the Longmenshan fault zone.
To obtain the first-year postseismic deformation, we fit
the cGPS time series in terms of a linear least square fit
with the assumption of zero displacement right after the
main shock (Figure 2.39). We used more than 30 ALOS
PALSAR L band (23.6 cm wavelength) data sets from
May 2008 to October 2010 to measure the postseismic
deformation. The ALOS PALSAR data from six paths
(471-476) and seven frames (590-640) cover most of the
Wenchuan postseismic deformation. All PALSAR data
are processed using the software ROI PAC 3.0, and the
90 m SRTM DEM is used to correct the phase due to
topography.
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Figure 2.40: (a) The comparison of GPS and the forward model. The five fault planes that represent the Wenchuan
coseismic fault geometry are shown by blue rectangles. The black arrows are the GPS horizontal measurements, and
the white arrows are the model. The color in the triangles is the GPS vertical displacement, and the background color
is the model uplift. (b) The cGPS time series. The black dots are the GPS and the red squares are the model.

19.3 Results

All cGPS time series data show transient displace-
ments in the horizontal and vertical components. The
1.5-year observations (Figure 2.38) show southeastward
displacement in the SW and northeastward displacement
in the NE Longmenshan. Most of the interferograms
have strong topographic and ionospheric correlated noise
and low coherence in the mountains. The mean slant
range displacement (SRD) of one 2.5-year interferogram
of track 474 (Figure 2.39) shows postseismic deformation
comparable with the cGPS measurements.

The best fitting forward model suggests that a Burgers
body based lower crust with a steady-state viscosity of
1019 Pa s and a transient viscosity of 4× 1018 Pa s, with
a 20 km elastic upper crust, can represent the rheology of
Longmenshan. Figures 2.39 and 2.40 show the predicted
viscoelastic relaxation and the comparison with the In-
SAR and cGPS data, respectively. Figure 2.40b shows
the temporal fitting of 4 out of 31 cGPS stations repre-
senting far-field, middle-field, and near-field deformation,
respectively. The prediction is generally of the same scale
as the data and better fits the middle- to far-field data.
The poor fit to the near field might be because of the
lateral heterogeneity in the boundary of the plateau and
the basin, which is not considered in our 1D model. Nei-
ther afterslip nor poroelastic deformation, either of which

could control the near-field postseismic deformation, are
considered here.

Future work will focus on a reliable 3D rheological
structure of eastern Tibet and the consideration of other
processes such as afterslip and poroelastic deformation.
Additional ENVISAT InSAR data will be considered in
order to obtain the deformation in time series following
the Wenchuan mainshock.
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20 Joint Seismic and Geodetic Analysis of the 2009 Padang, Sumatra
Intraslab Earthquake

Kelly Wiseman, Roland Bürgmann, Doug Dreger, Paramesh Banerjee (EOS, Singapore) and Kerry Sieh
(EOS, Singapore)

20.1 Introduction

The Mw 7.6 Padang earthquake occurred on 30
September 2009 offshore of central Sumatra (Figure
2.42). Seismicity in the Sumatra region is driven by the
oblique subduction of the Indian and Australian plates
beneath the Burma forearc block and Sunda plate at
the Sunda trench. The Sunda megathrust has been
extremely active ever since the 2004 Mw 9.2 Sumatra-
Andaman earthquake, with additional megathrust earth-
quakes in 2005, 2007, and 2010. The last remaining sec-
tion of the Sunda megathrust without a modern great
earthquake is the Siberut segment, which lies offshore of
Padang. Thus, it is especially important to understand
the fault mechanism of the 2009 Padang earthquake in or-
der to assess how it affects the stress levels on the Siberut
segment of the megathrust.

The Padang earthquake is an unusual event because
it likely ruptured the subducting Australian plate. The
Engdahl relocated earthquake catalog locates the earth-
quake at 78 km depth, ∼250 km from the Sunda trench,
where the Hayes et al. (2009) Sunda slab model places
the interface at ∼69 km depth. The Padang earthquake
rupture mechanism is also consistent with an intraslab
event. The strike is approximately perpendicular to
the trench with significant left-lateral strike-slip motion.
Possible candidates for the rupture plane could be sub-
ducted paleo transform faults, fractures, or ridges. We
attempt to resolve the fault plane using regional broad-
band seismic data, GPS data, and aftershock locations.

20.2 Data and Processing

There are 7 three-component broadband stations lo-
cated within 750 km of the epicenter, with useable data
available on IRIS, operated by the GEOFON network,
the Malaysian National Seismic Network, and the Singa-
pore National Network. For our finite fault inversions,
both the displacement waveform data and the Greens
functions are bandpass filtered between 0.01 to 0.3 Hz.
The maximum waveform amplitude for each component
varies from about 0.5 to 1.5 cm at this frequency range.
We also include data from 18 three-component perma-
nent GPS stations, located within 380 km of the epicen-
ter, from the SuGAr and ENS-INSU regional networks
(Figure 2.42).

Figure 2.41: Left: Slip models for the east-west nodal
plane using GPS, seismic, and joint data. Right: Slip
models for the north-south nodal plane. The hypocenter
is marked with a star and the arrows indicate the variable
inverted rake direction.

20.3 Inversion Method

The Green’s functions for our finite fault inversions are
calculated using a 1D frequency-wavenumber integration
method (Saikia, 1994). Our starting earth model con-
sists of the Lange et al. (2010) velocity structure, PREM
densities, and typical crustal attenuation values. To in-
vert for finite fault slip, we use a least-squares inversion
method that employs simultaneous smoothing and damp-
ening (e.g. Kaverina et al., 2002). We initially invert the
GPS data for fault geometry, using a uniform slip model.
Nodal plane (NP) 1 has a strike of 80◦and dip of 57◦,
and NP2 has a strike of 190◦and dip of 60◦. Our opti-
mal strike and dip values are very similar to the GCMT
moment tensor solution geometry, and we allow variable
rake in the finite fault inversions. Our fault plane extends
100 km along strike by 75 km downdip, dividied into 5 x
5 km patches. The hypocenter is located in the central
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Figure 2.42: Map view of the joint inversion slip distributions (shown in Figure 2.41) with overlain GPS observation
and model vectors.

position along strike and 3 patches downdip to prevent
slip from propagating through the plate interface.

20.4 Inversion Results

The initial seismic finite fault inversion for both nodal
plane geometries does a fairly good job of fitting the
waveform amplitudes and polarities. However, all of the
synthetics have significant phase shifts on the order of 10
seconds that cause the variance reductions to be nega-
tive. The highest variance reductions for each NP geom-
etry are achieved using the Lange model with a uniform
10% increase in velocities across all depths. NP1 has
a variance reduction (VR) of 56% and NP2 has a VR of
54%. For both inversions, there are two high slip regions,
one near the hypocenter and the other ∼40 km downdip
(Figure 2.41).

The NP1 GPS-only inversion also has two high slip re-
gions, although the deeper slip extends further east than
the seismic-only inversion and has a VR of 79%. The
NP2 GPS-only inversion has one focused high slip region,
south of the hypocenter, with a VR of 80%. The NP2
model has higher peak slip values than the NP1 model,
but the total moment is ∼20% lower.

The joint inversions both have one high slip region.
The east-west NP1 slip distribution is broader and ex-
tends 45 km downdip of the hypocenter, with a 40 x 55
km high slip region. The north-south NP2 slip distribu-
tion has a more focused depth range, and the high-slip
region is constrained to 40 x 25 km. The seismic and
GPS data are very compatible, and the joint variance
reductions are within 95% of their individual inversion
values.

20.5 Discussion

Our joint inversions of the Padang earthquake, using
both regional seismic waveform and geodetic data, have
shown that the two nodal planes have equivalent vari-
ance reductions and the total moment differs by only
∼10%, equal to Mw 7.7 events. The north-south plane
has a more focused slip distribution than the east-west
plane. However, the NEIC aftershock sequence better
aligns with the strike and depth range of the east-west
plane (Figure 2.42). Therefore our preferred fault model
is slip on the east-west nodal plane, primarily southwest
of the hypocenter.
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21 Rapid Detection of Large Earthquakes Using Quasi-Finite-Source
Green’s Functions in Moment Tensor Analysis

Aurelie Guilhem and Douglas S. Dreger

21.1 Introduction

Rapid procedures (i.e. within 5 to 15 minutes) for
earthquake and tsunami early warnings focus on earth-
quake location, depth, magnitude, and slowness, but ini-
tial tsunami early warnings are more often issued without
knowing the mechanism of the earthquake. Kawakatsu
(1998) proposed using a limited number of stations to
automatically detect, locate and determine the source
parameters of earthquakes occurring within a predefined
region by computing moment tensors at each point of a
grid from continuously streaming long-period waveform
data. This method gives correct results in terms of detec-
tion and source characterization of up to M7 earthquakes
offshore Japan (Tsuruoka et al., 2009). For major earth-
quakes (M8+), we propose to improve the point-source
moment tensor inversion by using QFS Green’s functions
(QFS GFs) that takes into account the finiteness of the
rupture zone. Using a direct and single-step procedure,
it becomes possible to monitor all Mw>3.5 earthquakes.

21.2 Method

Kawakatsu (1998) proposed to continuously invert the
long period seismic wavefield (> 10 sec) for moment
tensors at grid points representing virtual sources dis-
tributed over a region. At each station, the data d are
represented as the convolution of the GF tensor, G, de-
scribing the wave propagation between the source and
the receiver, and the moment tensor components m of
the source:

d = G ·m
The least-square solution for the moment tensor can be
obtained:

M =
(

GTG
)−1

GT d

where the (GTG)−1GT matrix for each point-source can
be computed in advance. The multiplication of this ma-
trix with streaming data can be performed continuously.
Earthquake detection is given when the variance reduc-
tion (VR), or fit between the data and the synthetics,
exceeds a detection threshold.

We set up a moment tensor grid search for the
Mendocino Triple Junction (MTJ) using four BDSN
stations and virtual sources located every 0.2◦ in latitude
and longitude and every 3 km in depth (Figure 2.43).
We propose to run in parallel a system for small to
moderate earthquakes (inversion of 380 seconds of 20-50
second period data) and a second one for large (M8+)
earthquakes along the CSZ (inversion of 480 seconds

Figure 2.43: Map of the Mendocino Triple Junction re-
gion showing the grid of point sources (crosses), the four
seismic stations (HUMO, ORV, WDC and YBH), the re-
gional seismicity since 1990 (black dots), and the studied
events that are shown in brown for the catalog solutions
and are color-coded by the VR for the inversion solutions.

of 100-200 second period data). For large earthquakes,
we also include an 84-second source time function in
the GFs corresponding to the tested synthetic M 8.2
earthquake (Figure 2.44).

Because for large subduction zone earthquakes the
problem grows into a near-field problem, we propose to
employ quasi-finite-source adjusted GFs where GFs of n
grid points are averaged in advance to generate compos-
ite GFs, Gtot, which take into account the source-receiver
back-azimuth and by consequence the radiation patterns
of each component (Figure 2.44):

Gtot(t) =

∑n

i=1
Gi(t)

n

Directivity can also be pre-included in the composite
GFs, giving constraints on the nature of finite rupture
(i.e. unilateral or bilateral) (Figure 2):

Gtot =

[

G1(t) +
∑n

i=2Gi(t) ·
(

∆1−n

vr

)]

n

where ∆1−n is the distance between Source 1 (reference
source) and Source n, and vr is the rupture velocity. The
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moment tensor inversion itself is performed assuming a
point-source analysis method, which maintains the com-
putational speed.

21.3 Detection of large and potentially
tsunamigenic earthquakes along the
Cascadia Subduction Zone

We tested the concept on M4 to M7.1 earthquakes
(Figure 2.43). The solutions obtained using a 1D velocity
model (i.e. Gil7) agree well with the Berkeley moment
tensor catalog solutions, confirming that this system is
suitable for implementation in the MTJ region. How-
ever, because of the narrow band processing (0.02-0.05
Hz), the point-source inversion for a large M8.2 earth-
quake only fits a small part of the record. As a conse-
quence, it does not recover the earthquake parameters.
But we find that the 100-200 second passband gives a
point-source location near the fault centroid, and the
correct Mw and focal mechanism (VR= 54.6% in Fig-
ure 2.44). It is possible to improve the fit between the
synthetics and the data (Figure 2.44c) after simultane-
ously summing the GFs of several grid points centered
on the event centroid. Figure 2.44d shows that, by con-
sidering a northward rupture in the composite GFs and
a rupture velocity of 3 km/sec, the corresponding earth-
quake solution has a larger VR and better estimates the
focal parameters. Similar results are obtained for a M
8.4 synthetic seismic event, which presents an extended
rupture (i.e. 480 km) and two major slip areas (Guilhem
and Dreger, 2011). This method permits raising the de-
tection level of large earthquakes and allows us to obtain
more precise source parameters, by considering a range
of QFS GFs for different directivity scenarios and source
time durations.

21.4 Conclusion

We show that it is possible to rapidly detect and char-
acterize the seismic activity of the MTJ region using an
algorithm that performs moment tensor inversions. The
QFS GFs allow more rapid detection of major events and
more precise determination of their source parameters
than is likely to be available using standard processing
systems. Complete earthquake information is retrieved
about 6 minutes after a M 4-7 earthquake and 8 min-
utes after a M 8+ earthquake and may allow for tens of
minutes of warning in the near field.
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Figure 2.44: a) Map of the best VRs at 14 km depth ob-
tained for a point-source moment tensor inversion for a
synthetic M 8.2 earthquake (rectangle). The best mech-
anism (top, right) is compared to the input mechanism
(top, left). Arrows point to the points that are considered
in the multi-point source inversion. b) Best moment ten-
sor solution obtained at Point (3,7). c) Moment tensor
solution for the multi-point source inversion (no direc-
tivity). d) Moment tensor solution for the multi-point
source inversion with a northward directivity.
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22 Identifying Undetected Early Aftershocks Associated with the 12
August 1998 Mw 5.1 San Juan Bautista Earthquake

Taka’aki Taira, Roland Bürgmann, Robert M. Nadeau

22.1 Introduction

Aftershocks are triggered by abrupt changes of stress
induced by a larger earthquake. Detailed images of spa-
tiotemporal changes in aftershock activity help delineate
the mainshock rupture area. However, large numbers
of early aftershocks are not detected because they are
masked by large amplitudes and long duration of seis-
mic coda waves from the mainshock and other after-
shocks. Peng and Zhao (2009) have demonstrated that
∼10,000 aftershocks during the first three days follow-
ing the 2004 M 6.0 Parkfield earthquake were undetected
by the standard earthquake-detection algorithm of the
Northern California Seismic Network (NCSN). We focus
on the detection of uncatalogued aftershocks after the
12 August 1998 Mw 5.1 San Juan Bautista (SJB) earth-
quake. This event was the largest historic earthquake in
the SJB area and was associated with a large slow slip
event (Uhrhammer et al., 1999). Additionally, Nadeau
and McEvilly (2004) and Templeton et al. (2008) found
accelerations in repeating microearthquake frequency ac-
companying the 1998 slow slip event.

22.2 Identification of Undetected Early
Aftershocks

Following Peng and Zhao (2009), we have been
identifying undetected early aftershocks with a cross-
correlation based approach. We use waveforms from 248
SJB earthquakes detected by the NCSN during a 10-
day period spanning the 1998 SJB earthquake (9 August
through 18 August, 1998) as templates to identify addi-
tional, previously undetected earthquakes. Using con-
tinuous data recorded by the closest two seismic sta-
tions to the 1998 SJB event (BK.SAO and NC.BVY; less
than 4 km from the mainshock), our preliminary analysis
has detected ∼900 individual earthquakes, with the aver-
aged cross-correlation threshold of 0.7 (Figure 2.45). We
have identified four times more aftershocks than listed in
the NCSN catalog (Figure 2.46). We also searched for
small foreshocks immediately preceding the mainshock
(e.g., Dodge et al., 1996; Bouchon et al., 2011), but no
events were detected during the two minutes preceding
the mainshock. We currently assign the locations of the
detected events to that of the template events providing
the highest cross-correlation values (Figure 2.46a).

With the detected early aftershocks, we find that a
highly productive burst of aftershocks started 17 hours
after the mainshock (Figure 2.46b). In this aftershock
episode, ∼100 events occurred within a 3-hour period.

These aftershocks occurred in the northwest part of the
rupture area (Figure 2.46b). This aftershock episode may
be the result of the redistribution of stress induced by the
1998 SJB earthquake. Apparently strain and creepmeter
data of the associated slow slip event do not resolve an
acceleration of slip associated with this accelerated after-
shock activity.
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Figure 2.45: (a) Top panel shows averaged cross-
correlation functions based on SAO.BK.BHN and
BVY.NC.EHZ data. Highest cross-correlation val-
ues were plotted at individual time steps from cross-
correlation functions for the 248 template events. Black
arrows indicate identified events using the threshold with
averaged cross-correlation value of 0.7 (dashed line). Bot-
tom panel shows observed seismograms (black) recorded
at BK.SAO in the N-S component with a 2-6 Hz bandpass
filter. Waveforms shown in red and blue are the newly de-
tected events and the NCSN events (the first 10-s data).
(b) Detected early aftershock at ∼160 s after the main-
shock shown in grey area in Figure 2.45a using the tem-
plate event nc51061864 (M 0.85) occurring ∼4 days after
the mainshock. Waveforms shown in black and green are
the continuous and the template waveforms, respectively.
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Figure 2.46: (a) Cross-section view of the newly detected
and NCSN events (circles) along the San Andreas fault
in the SJB area (NW to SE) color-coded by the loga-
rithmic time after the mainshock (red star). The purple
diamond is the location of the characteristically repeat-
ing earthquake sequence shown in Figure 2.47. (b) Left
panel shows the occurrence times of aftershocks since the
1998 SJB mainshock as a function of the along-strike dis-
tances. The blue circles are the events listed in the NCSN
catalog and the red triangles are newly detected events
from the cross-correlation analysis. Right panel shows
the cumulative numbers of aftershocks from the NCSN
catalog (blue) and this study (red).

22.3 Characteristically Repeating Mi-
croearthquakes

As a complementary study to Nadeau and McEvilly
(2004) and Templeton et al. (2008), we are identifying
smaller characteristically repeating earthquakes around
the rupture area of the 1998 SJB earthquake. We
have analyzed ∼6,000 SJB earthquakes in the NCEDC
earthquake catalog between 1984 and June 2011 and
found ∼350 candidate repeating earthquake sequences.
By integrating the early aftershock and repeating mi-
croearthquake catalogs, we found that some of the newly
identified early aftershocks are characteristically repeat-
ing microearthquakes (Figure 2.47). We now focus on
completing the repeating microearthquake catalog in the
vicinity of the 1998 SJB earthquake, to better character-
ize the accelerated deep fault creep induced by the 1998
SJB mainshock.
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Figure 2.47: Characteristically repeating earthquakes
identified from our preliminary analysis. An example
of vertical seismograms recorded at station BVY. Blue
waveform is from a newly identified early aftershock that
is not listed in the NCEDC catalog. The bottom wave-
form shown in red is a stack of the six seismograms (gray
in the bottom trace) for six individual repeating earth-
quakes shown as the first to sixth traces. Also shown are
the elapsed times (days) since the 1998 SJB mainshock
and the NCEDC magnitudes.
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23 Persistent Scatterer InSAR Analysis of Berkeley Hills Landslides

Ling Lei and Roland Bürgmann

23.1 Introduction

Over the past decade, InSAR has been proven to be
a powerful tool for studying earth processes such as
volcano deformation, tectonic deformation, and land
subsidence. InSAR provides a spatially continuous
observation of the change in line of sight between the
satellite and the ground over the time period of an in-
terferogram. It has the potential to resolve spatially and
temporally complex deformation. But the geometrical
and temporal de-correlation with atmospheric error has
long been its limitation. Persistent Scatterer InSAR
(PS-InSAR) has the advantage of overcoming these
limiting factors. The persistent scatterer, which can
keep the phase stable in the temporal series, can be used

to get surface deformation by analyzing the time-
series differential phase variation. They are typically
radar-bright and phase stable structures such as building
corners, telephone poles and rock spars. PS-InSAR
is an approach that estimates several contributions:
atmospheric disturbances, orbital errors, deformation
signal, and topographical errors. It is particularly well
suited to monitoring deformation over urban areas,
where an abundance of man-made structures results in
large numbers of suitable radar-bright and phase-stable
reflectors.

23.2 Study Area and Data Set

The Berkeley Hills are located in the eastern San Fran-
cisco Bay area. The active Hayward Fault (HF) bounds

Figure 2.48: Mean LOS velocity with ERS and RST Data

Figure 2.49: Mean LOS velocity with TSX Data
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the western margin of the East Bay Hills (EBH), which
rises to about 370 m above sea level. On the Berkeley
Hills there are four large, slow moving, deep-seated land-
slides. All the landslides extend through residential areas
and move on the order of cm/year, each covering an area
of roughly 0.25-1.00 km2. These slides are located in a
rapidly uplifting zone adjacent to the Hayward fault. A
lot of damage to homes, breakage of underground utility
pipes, and confusion over property lines has been caused
by landslides over the years, although deformation on
these landslides is typically small and slow. It is cur-
rently not well understood how the landslides respond to
seismic activity on the Hayward fault, but significant de-
formation is conceivable under wet conditions and given a
moderate to large seismic event. Resolving the kinemat-
ics of landslides is a pre-requisite for improving under-
standing of the mechanics of these potentially hazardous
features. Here we will evaluate the potential and limita-
tions of TerraSAR-X data for monitoring deformation of
landslides. The TerraSAR-X satellite operates in an 11
day repeat orbit at an altitude of 514 km. The rather
short orbit repeat cycle and the electronically steerable
antenna allow fast and frequent imaging of a particular
site. The frequent interferometric coverage can help espe-
cially with monitoring events in shorter time scales. Fast
events can be detected and atmospheric delay errors can
be reduced by averaging many interferograms. The inter-
ferometric processing for the study area was performed
based on three sets of TerraSAR-X Spotlight SLC im-
ages and Stripmap SLC images delivered by DLR. Table
2.2 shows their beam numbers, incidence angles and pass
directions. The TerraSAR-X images were acquired over
the Bay Area, particularly around the active landslides,
coastal subsidence and shallow Hayward fault creep near
the city of Berkeley. The data acquisition interval is from
May 2009 to August 2010.

Beam No. Inc. Angle Track Type No. of Data
Strip 003 21 Descending 21
Spot 038 38 Descending 17
Spot 049 49 Descending 18

Table 2.2: Data sets information

23.3 Data Processing

The processing was started from SLC data and then
coregistered to the same geometry. To minimize the ef-
fect of topography on interferograms, we applied a two-
pass differential interferometry approach using SRTM 1-
arc-second DEM heights as a reference. The Stanford
Method for Persistent Scatterers (StaMPS) was applied.
It was developed in Stanford University by Andy Hooper.
It is a public-domain tool of InSAR processing. All of
these images were used to identify persistent and co-
herent pixels. The wrapped phase of the PS pixels was

selected and the improved phase unwrapping algorithm
adopted.

23.4 Results and Analysis

A previous study by Hilley et al. used InSAR data
from European Remote Sensing satellites (ERS-1,2) from
1992-2000 and Radarsat from 2001 to 2006 to image the
landslides and estimate rates of motion (Figure 2.48).
The Permanent Scatterer InSAR analysis was utilized.
The slow-moving landslides of the Berkeley Hills are
clearly indicated by the faster moving yellow and red pix-
els. Since all the results rates were measured in the direc-
tion of the look angle of the satellite, it was hard to com-
pare them with different satellite data or the same satel-
lite data with different look angles. However, assuming
that most of the displacement along these landslides fol-
lows the average four degree downhill slope, we projected
the LOS velocity to downslope velocity, shown in Figure
2.49. You can see that the PS density of TerraSAR-X
data is much higher than ERS or Radarsat, and most
of the results are consistent with southwest motion of
the landslides. The negative mean LOS velocity in the
landslides area is consistent with landslide motion mov-
ing away from the satellite. For future work, we hope the
four beams of TerraSAR-X data from different viewing
geometries will significantly improve our ability to fully
characterize the kinematics and temporal patterns of the
landslides.
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24 Toward Global Waveform Tomography with the SEM: Improving
Upper-Mantle Images at Shallow Depths

Scott French, Vedran Lekic, and Barbara Romanowicz

24.1 Introduction

The SEMum upper-mantle VS model (Lekic and Ro-
manowicz, 2011) was developed using the spectral ele-
ment method (SEM: e.g. Komatitsch and Vilotte, 1998)
to invert long-period (T ≥ 60 s) waveforms of funda-
mental and overtone mode surface waves. SEM global
waveform inversion was made feasible partly through use
of a mode-coupled SEM (Capdeville et al., 2003), com-
bined with an innovative smooth crustal model. The 60
km crustal layer allows the SEM to take long time steps,
thus speeding computation, at the expense of complicat-
ing interpretation of the shallowest upper-mantle struc-
ture.

Our goal has been to produce an updated model
(SEMum2) using a more geologically-plausible fictitious
Moho for the crustal layer. This update would have the
immediate benefit of easing interpretation of some upper-
most upper-mantle structure. In the future, we intend to
include SEMum2 in the initial model for a forthcoming
whole-mantle inversion, using shorter period waveform
data (T ≥ 40 s). Thus, it is advantageous to perform the
update now, while still using the 60 s data set so that
SEM simulation is comparatively inexpensive.

24.2 Crustal model development

SEM solution accuracy is strongly affected by mesh fi-
delity to the underlying earth model, requiring interior
boundaries (Moho, 410 km, etc...) to be matched with
element faces. Time-stability of the SEM is determined
by the minimum ratio between spatial discretization and
wave speed (the Courant-Friedrichs-Lewy, or CFL con-
dition), with the maximum stable time-step determining
the overall cost of time-integration.

In a pure global SEM (e.g. Tromp, et al., 2008), the
CFL condition is dominated by high VP in the core. If
the core is replaced with a modal solution (Capdeville,
et al., 2003), then small spatial discretization in the thin
oceanic crust dominates - leading to a less restrictive, but
still prohibitively small, time-step. As a solution, Lekic
and Romanowicz (2011) developed a new crustal model:
a radially-anisotropic smooth crustal layer of uniform
60 km thickness, designed to fit observed surface-wave
dispersion maps (Shapiro and Ritzwoller, 2002). This
scheme provides a simpler alternative to a true “homog-
enization” of an a priori crustal model (e.g. Capdeville
and Marigo, 2007), while also supplying independent con-
straints on the effect of crustal structure on the wavefield.

For SEMum2, we adopt a more geologically plausible

laterally-varying layer thickness, at the expense of a more
restrictive CFL condition. Starting from Crust2.0 Moho
depth (Bassin and Masters, 2000), we restrict crustal
thickness H to the interval H ∈ [30, 60] km and fil-
ter at 2x lateral resolution of the SEM mesh. We seek
“crust-equivalent” anisotropic VS structure (e.g. Backus,
1962) that fits observed surface-wave dispersion and is
parameterized with depth in Gauss-Lobatto-Legendre in-
terpolants (GLL), as used in the SEM. The crustal layer
is generated following a two-step procedure:

(1) We define a space of admissible radially-anisotropic
GLL models VS.iso ∈ [3, 4.5] km s−1, V 2

SH/V
2
SV ∈

[0.8, 1.2] from which we draw ∼ 20k realizations {mi}
and calculate dispersion curves for layer thickness H ∈
[30, 60] km and bathymetry h ∈ [0, 6] km. Group-velocity
dispersion maps (25 - 60 s) are resampled on a uniform
grid of knots, and dispersion curves are estimated for all
{mi} through interpolation to local seafloor and Moho
topography (H,h). Best-fitting GLL models are selected
for each knot, where misfit is measured in the L1 norm
to reduce sensitivity to outlier measurements common at
short periods, with additional weighting by measurement
uncertainty and tunable anisotropy regularization.
(2) We next perform a linearized inversion in a neigh-
borhood surrounding the selected model using the gen-
eralized least-squares formalism (Tarantola and Valette,
1982). We use individual group-velocity kernels for each
model knot, reflecting local bathymetry and fictitious
Moho, which are recalculated following each iteration.
Upper-mantle structure from SEMum is assumed. After
3 iterations, mean absolute misfit over all periods and
model knots fell into the target range of 50 - 60 m s−1.
The resulting model allows a 5x time-step prolongation
over direct meshing of Crust2.0.

24.3 Preliminary update and discussion

We refer the reader to Lekic and Romanowicz (2011)
for a detailed discussion of the waveform inversion
scheme. The SEM is used to forward model fundamental
and overtone mode surface waves (T ≥ 60s), which are in-
verted for upper-mantle structure using NACT waveform
sensitivity kernels following the generalized least-squares
formalism. Group-velocity data (T ≤ 150s) is included
in the inversion for consistency. We follow an identical
procedure, substituting the new crustal model as well as
new crustal corrections for use with NACT, developed in
a manner similar to that of Lekic, et al. (2010).

To date, we have performed one update iteration, and
SEM simulation for the second is ongoing. We antici-
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L T Z
fund 0.360 [0.388] 0.283 [0.413] 0.326 [0.354]
high 0.248 [0.327] 0.293 [0.385] 0.275 [0.310]
mixed 0.299 [0.320] 0.212 [0.316] 0.283 [0.296]

Table 2.3: ||uobs−upred||2/||uobs||2 for SEMum2 and [SE-
Mum] by data-type and component. Values reflect 80 %
of the total data set, but are considered representative.

pate two iterations will be required for the full update.
Preliminary results show mantle structure highly con-
sistent with that of SEMum. Using the East Pacific
Rise as an example, Figure 2.50 demonstrates that (first-
iteration) SEMum2 achieves its goal of improving shal-
lowest upper-mantle structure, while further enhancing
agreement with regional studies already exhibited by SE-
Mum. Waveform relative square residuals are shown in
Table 2.3 above for SEMum and SEMum2. These values
reflect only the portion of the data set with the most re-
cent SEM synthetics completed, or approximately 80 %
thereof. We consider these values representative.

In the near future, we will complete the second update
iteration, at which point we anticipate SEMum2 will have
stabilized. Thereafter, we will begin data collection for
the whole-mantle inversion, potentially using new (T ≥
40 s) SEMum2 synthetics for waveform selection.
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25 On the Interpretation of SKS Splitting Measurements in the Pres-
ence of Several Layers of Anisotropy

Barbara Romanowicz and Huaiyu Yuan

25.1 Summary

Concerns over the validity of expressions derived by
Montagner et al. (2000; referred to as MGL00) that link
SKS splitting measurements to the variation with depth
of anisotropic parameters in the upper mantle have been
recently expressed (Silver and Long, 2011; referred to as
SL11), pointing out that the long period approximations
applied by these authors may not be valid for the fre-
quency range commonly used in SKS studies, and in par-
ticular, that the anisotropy splitting parameters should
depend on the order in which different anisotropy layers
are arranged with depth. We show that measurements
of splitting time δt and fast axis direction ψ performed
at individual azimuths do depend on the order of layer-
ing; however, the expressions of MGL00 concern station
averaged quantities that do not depend on the order of
layers. It is therefore correct to use these expressions in
joint inversions of surface waveforms and SKS station av-
eraged splitting measurements. On the other hand, the
depth-dependent sensitivity of surface waveforms natu-
rally provides constraints on the order of layering.

We extend the expressions of MGL00 to the case of a
tilted axis of symmetry and non vertical incident waves,
and show that station averaged estimates of ”effective”
splitting parameters: splitting time, fast axis direction
and tilt of the fast axis, can be related to the integral with
depth of quantities which now depend not only on the lo-
cal splitting time and fast axis direction, but also on the
local tilt of the fast axis, thus also providing constraints
also on the variation of the tilt with depth. Thus, com-
bining body wave and surface wave observations also has
the potential for constraining the variation with depth of
the tilt of the fast axis of anisotropy, a geodynamically
important parameter.

25.2 Two Layer Examples

We first consider a two layer case and show that the
formalism of MGL00 can also lead to exactly the same
derivation of azimuthal dependent individual SKS pa-
rameters as in (Silver and Savage, 1994). Detailed deriva-
tion is seen in Romanowicz and Yuan (2011; referred to as
RY11). Figure 2.51 shows the two-layer anisotropic mod-
els and Figure 2.52 shows synthetic splitting parameters
δt and ψ computed using Equation 12 of RY11 and the
approximated terms with 1st order and 2nd order of ωδt,
where ω is the peak period of the SKS waveform and δt
is the splitting time. Synthetic waveforms generated by
the two-layer models (Figure 2.52) are also measured for

splitting parameters, which are also plotted for compar-
ison. In all models, Equation 12 of RY11 gives the same
azimuthal dependent variation of δt and ψ shown in SL11
(red), which is confirmed by individual event measure-
ments of the synthetic waveforms (dashed black). Note
the splitting parameters computed using expressions up
to 2nd order terms (green) follow the back-azimuthal pat-
tern, but blow up near the one-layer equivalent apparent
”fast” (vertical gray line) and ”slow” axis directions . Us-
ing the first terms only, Equation 12 of RY11, which is
equivalent to Equations 21 and 22 in MGL00 in the two
layer case, gives azimuthally invariant effective δt̂ and ψ̂
(solid black), which are identical to the measured station
averages (dashed blue).

Figure 2.51: Two layer test models with ψ and δt shown for
each layer. A and B have flipped layer order, and C and D
are identical to A and B with only half δt.

Figure 2.52: Predicted (solid) and measured (dashed) split-
ting parameters for model A&B at 8 s period and C&D at 16
s.

25.3 Harmonic Decomposition

Figure 2.52 also shows that individual splitting mea-
surements tend to become singular near particular az-
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imuths ψ; therefore it is not wise to apply the long pe-
riod approximation to Equation 12 in RY11. Neither
MGL00 nor we use any azimuthally dependent individ-
ual event splitting data in the joint tomographic inver-
sion. As shown in RY11, after extending to the case of
multiple layers, the transverse component displacement
at the top of the anisotropic model can be decomposed
as un

T = Acos2ψ+Bsin2ψ+C, in which ψ is event back-
azimuth, A and B take the form of summation over layers
of splitting time δti and fast axis direction ψi within each
layer, and C is independent of the event back-azimuth ψ.
Equating A and B to the one-layer effective splitting time
δt̂ and fast axis direction ψ̂ (Equations 16 to 18 of RY11):

A = 0.5sin(2ψ̂)δt̂u̇R0
and B = 0.5cos(2ψ̂)δt̂u̇R0

, which
eventually leads to the expression used in MGL00 and in
our joint inversion (Eqn. 19 of RY11):

sin(2ψ̂)
δt̂

2
=

∫ a

0

G(z)

Vs(z)L(z)
sin 2ΨG(z) dx

cos(2ψ̂)
δt̂

2
=

∫ a

0

G(z)

Vs(z)L(z)
cos 2ΨG(z) dx

G and L are the anisotropic parameters of the model at
depth (z) to be solved for. Noteworthy is that using tab-
ulated values of the station averaged splitting time δt̂
and fast axis direction ψ̂ avoids instability in the individ-
ual splitting measurements and yields a robust quantity
which can also be obtained from measurements of the
splitting intensity (Chevrot, 2000) when measurements
in a wide enough back-azimuth range are available (Fig-
ure 2.53). Note these quantities are independent of the
order of layers; in the joint inversion the layering con-
straints come naturally from the surface waves, at least
for the shallow upper mantle.

Figure 2.53: Predicted (solid line; sin2(ψ̂ − ψ) δt̂

2
) and mea-

sured (symbols) splitting intensity for models A-D at 8 s pe-
riod (top) and 16 s (bottom).

25.4 Dipping symmetry axis

The formalism of RY11 can also be generalized to the
case of tilted fast symmetry axis (Equations 20-32 of
RY11). After the same type of analysis as for the horizon-
tal axis of symmetry, but with Θ and Φ for the tilt from

the horizontal plane and azimuth from north, by defining
x = cos(π − 2Θ), the tomographic system of equations
can be written as:

sin(2ψ̂)
δt̂

2
cos2 Θ̂ =

∫ a

0

G(z)(1 − x) sin 2ΨG(z)

2Vs(z)L(z)
dx

cos(2ψ̂)
δt̂

2
cos2 Θ̂ =

∫ a

0

G(z)(1 − x) cos 2ΨG(z)

2Vs(z)L(z)
dx

sin(2Θ̂)
δt̂

2
sin2 ψ̂ =

∫ a

0

G(z)
√

(1 − x2) sin 2ΨG(z)

2Vs(z)L(z)
dx

cos(2Θ̂)
δt̂

2
sin2 ψ̂ =

∫ a

0

G(z)
√

(1 − x2) cos 2ΨG(z)

2Vs(z)L(z)
dx

Here also the one-layer effective splitting time δt̂, fast axis
symmetry axis ψ̂ and the newly introduced apparent tilt
Θ̂ can be obtained from measurements and can be used
to form the splitting intensity in the presence of a tilted
symmetry axis (Equations 31 and 32 of RY11). Figure
2.54 shows that the analytic prediction of the splitting
intensity agrees with the measurements of the synthetic
waveforms generated by the two-layer models very well.

To conclude, the results presented here provide a
framework for the extension of the joint inversion of sur-
face waveforms and SKS splitting data to constrain the
tilt of the fast axis as a function of depth.

Figure 2.54: Predicted (dashed line) and measured (dots)
splitting intensity for models at 8 s period (top) and 16 s
(bottom). Note the break of 180◦ symmetry by introducing
Θ.
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26 Anisotropic Stratification in the Continental Upper Mantle

Huaiyu Yuan and Barbara Romanowicz

26.1 Introduction

The Berkeley North American regional azimuthal
anisotropy model reveals the presence of three anisotropic
layers throughout the stable part of the North American
cratonic upper mantle (Yuan and Romanowicz, 2010).
While in the bottom asthenospheric layer the fast axis
direction is parallel to the current plate motion direction,
the top two lithospheric layers have distinct fast axis di-
rections, with ancient suture zone trending directions in
the top layer and a general north-south direction in the
bottom layer, respectively. The boundary between the
two lithospheric layers, as defined by systematic changes
in the direction of azimuthal anisotropy, correlates well
with the sharp mid-lithospheric negative velocity bound-
ary found by available S-wave receiver function measure-
ments. This spatial correlation suggests that the two
boundaries, found by the surface wave inversion and re-
ceiver functions, may share a common origin, possibly
during the lithosphere formation, which indicates that ac-
cretion by shallow subduction may have played an impor-
tant role in the North American craton formation (Yuan
and Romanowicz, 2010; Yuan et al., 2011).

In this study, we look for upper mantle anisotropy sig-
natures globally. Is the anisotropy stratification observed
in North America a common feature in the cratons world-
wide? If so, can we infer systematic anisotropy domains
in the continents’ and oceans’ upper mantle (i.e. litho-
sphere and asthenosphere)? What about the anisotropy
directions within each domain? Can we see the plate
shear under continents? Answers to these imminent ques-
tions would put tighter constraints on evaluating how
plate tectonics works and the rules of shallow subduc-
tion versus plume underplating in early stage craton for-
mation worldwide (e.g. Lee, 2006; O’Reilly and Griffin,
2006).

26.2 Global Inversion

Taking advantage of a global isotropic and radially
anisotropic shear wave velocity model developed using
the Spectral Element Method (SEMum; Lekic and Ro-
manowicz, 2011), we expand our regional azimuthal
anisotropy inversion to the globe. We start with the
global dataset of Lekic and Romanowicz (2011), in order
to cross-validate the results in North America (developed
using a different dataset that utilizes the USArray; Yuan
and Romanowicz, 2010). Following the ray path den-
sity and azimuthal coverage, we parameterize the globe
approximately in nodes of 400- and 800-km spacing in
continents and oceans, respectively. The vertical node
spacing varies from 30-50 km above the transition zone
to 100-150 km down to 1000 km depth. We perform a

two-step inversion: in the first step both isotropic Vs and
radial anisotropy ξ =(Vsh/Vsv)2 are allowed to vary in
our new model mesh while azimuthal anisotropy remains
zero, and in the second step the inverted Vs and ξ from
the first step remain fixed and azimuthal anisotropy pa-
rameters Gc and Gs are inverted.

26.3 Preliminary Results

Our preliminary results indicate that globally the up-
per mantle is clearly stratified (Figure 2.55). The 1D
depth profile of the azimuthal anisotropy strength shows
that under the continents the anisotropy strength (thick
blue line) peaks above 100 km in the shallow upper
mantle. A secondary local maximum develops around
150 km, and the anisotropy decreases rapidly to 200-250
km depth. This layered shallow upper mantle is consis-
tent with our previous observations in the North Amer-
ican craton. In fact, the mean values of the anisotropy
strength in North America from this study (right panel
in Figure 2.55b) are nearly identical to those of our re-
gional study (Figure 3c in Yuan et al., 2011) in the up-
per 250 km, which are constrained by different waveforms
recorded only at North American stations. The difference
below 250 km is due to the enhanced depth sensitivity by
the SKS dataset in the regional study (Figure 2.553a in
Yuan et al., 2011). We will soon include the SKS dataset
in the global study.

In North America, the averaged anisotropy direction
(left panel in Figure 2.55b) reaches the averaged abso-
lute plate motion (APM) direction (HS3-NUVEL 1A;
Gripp and Gordon, 2002) at ∼250 km. This suggests
that 1) well developed plate shear occurs in the North
American asthenosphere at this depth (250 km), and 2)
the anisotropic domains associated with local maxima
in anisotropy strength (right panel in Figure 2.55b) are
within the lithosphere. These were confirmed indepen-
dently in our NA regional study (Yuan and Romanowicz,
2010). Obviously Figure 2.55c shows the same conclu-
sions can be drawn for the Australian plate, except that
the plate shear occurs at shallower depth (∼200km), sug-
gesting thinner Australian lithospheric thickness than in
North America.

Another interesting feature comes from the 1D oceanic
anisotropy strength profile (thin red line in Figure 2.55a).
In addition to a shallow depth (60-70km) secondary peak
that may be associated with the plate shear between the
young oceanic lithosphere and underlying asthenosphere,
the major peak of anisotropy occurs below 150 km. Close
examination of the 3D global anisotropy variations (Fig-
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Figure 2.55: (a) Global depth profiles of azimuthal anisotropy strength (dlnG) averaged for continents and oceans, respectively.
(b) Regional depth profiles of anisotropy fast axis direction (North at 0; in a clockwise direction) and strength for North America
averaged from model nodes shown in the inset. Vertical black line is the averaged absolute plate motion direction (HS3-NUVEL
1A) of these model points. (c) Same as (b) but for the Australian continent.

ure 2.56) shows this signature is closely related to the
prominent positive radial anisotropy ξ in the Pacific and
India/Australia plates.

26.4 Future Work

We are working on including a global SKS dataset,
which will significantly improve the depth sensitivity to
anisotropy down to the transition zone (Romanowicz and
Yuan, 2011; Yuan et al., 2011). In addition, the new ver-
sion of the global model SEMum is available (French et
al., this volume), which includes a more realistic crust
and will allow us to better constrain anisotropy in the
uppermost upper mantle. Upon finalizing the global in-
version, our results will be compared with global dynamic
models.
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Figure 2.56: Preliminary results of our global inversion at
150 km. (a) Azimuthal anisotropy. Blue bars show the
anisotropy strengths and fast axis directions. Red arrows are
APM directions (HS3-NUVEL 1A). Continents are outlined
in black and plate boundaries shown in gray. (b) Isotropic
Vs variations. White circles are hotspots. Note at this depth
thick cratons beneath North and South America, Australia,
west and south Africa, India and most of Eurasia. High veloc-
ities are visible beneath the >150Ma west Pacific and north-
west Atlantic regions. (c) Radial anisotropy ξ variations.
Note significant positive ξ anomalies in the western-central
Pacific and the Indian/western Australia plates, which corre-
late with the large azimuthal anisotropy strength in (a).
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27 Refining the Cratonic Upper Mantle Using RegSEM

Huaiyu Yuan, Paul Cupillard and Barbara Romanowicz

27.1 Introduction

Our regional tomographic model has revealed a rapid
change of anisotropic directions at middle depth in the
North American craton (Yuan and Romanowicz, 2010).
Intriguingly, shear wave receiver functions also report a
bright negative velocity gradient in this depth range for
many the cratonic stations (Abt et al., 2010; Fischer et
al., 2010). This negative velocity gradient, referred to as
the mid-lithospheric-discontinuity (MLD; Fischer et al.,
2010) is also found in other continents (e.g., Ford et al.,
2010) and may reflect a global feature associated with the
shear wave velocity drop around 100 km (Thybo, 2006;
Romanowicz, 2009). Further exploring the nature of this
mid-lithospheric boundary, and better constraining the
absolute values of shear velocities of the lithospheric lay-
ers therefore becomes a timely endeavor when the Trans-
portable Array (TA) sweeps the continental US.

The TA coverage in the middle and eastern parts of
the continent also opens up an opportunity to address
a fundamental aspect of the North American continent’s
formation, i.e. the welding and growing processes. This
portion of the continent is overall characterized by high
velocities indicating less deformed cratonic upper mantle,
although it was the site of very unique episodes in the
history of the creation of the North American continent:
e.g. the 1.92-1.77 Ga Trans-Hudson orogeny represented
the plate collision between Archean Wyoming and Supe-
rior, analog to the present day Himalayas; the 1.71-1.68
Ga Yavapai and 1.70-1.65 Mazatzal Orogeny represented
the accretional addition of juvenile volcanic arcs to the
cratonic core (Hoffman, 1988), and to the east, the 1.1 Ga

Figure 2.58: Preliminary results for the first iteration inver-
sion for Vs and ξ. Top, isotropic velocity Vs variations with
respect to SEMum global average at 100 and 200 km (a and
b). White line demarcates the cratonic region. Bottom, ra-
dial anisotropy ξ variations with respect to isotropy. Craton
boundary is shown in dashed gray.

Grenville and 260 Ma Appalachian Orogeny marked the
formation and breakup of super continents Rodinia and
Pangea (Thomas, 2006). A hypothesis to test is whether
the signature of the distinct continent assembling pro-
cesses may have been frozen in and well preserved in the
crust and upper mantle. High resolution isotropic and
anisotropic shear wave velocity tomography images may
help address this question.

Figure 2.57: (a) RegSEM inversion setup. (a) Local and Regional events (red stars), broadband stations (black triangles) and
RegSEM mesh (dotted background). (b) Ray density and azimuthal coverage for Z- and T-component and fundamental mode
and overtones. (c) RegSEM mesh for 60-km crust and upper mantle used in the current inversion. The S-wave speed at each
GLL point on the vertical and horizontal borders of the domain is plotted. A zoom into the upper part of the model shows the
Moho and 410-km discontinuities.
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27.2 RegSEM Inversion

We conduct a refined 3D tomographic inversion of the
cratonic North American upper mantle. The new in-
version utilizes shorter period waveforms (down to 40 s)
from over 100 local and regional events (Figure 2.57) to
improve both horizontal and vertical resolution, and a re-
gional Spectral Element code, RegSEM (Cupillard et al.,
2011) to compute the forward synthetics. RegSEM in-
cludes ellipticity, attenuation, arbitrary anisotropy, and
non-conformal mapping of discontinuities, and can accu-
rately represent scattering and focusing/defocusing ef-
fects caused by the 3D Earth structure. We apply a
hybrid iterative inversion approach that uses accurate
RegSEM synthetics and approximate but computation-
ally efficient 2D finite frequency kernels based on NACT
normal model perturbation theory (Li and Romanowicz,
1995). We also test a much more time-consuming but
accurate inversion scheme in which we consider Frechet
kernels computed using RegSEM and the adjoint formal-
ism.

A good crust model is essential in all SEM simulations.
By combining a suite of 1D and 3D crust models with
several North American upper mantle velocity models,
we compare with real data the RegSEM simulations to
evaluate effects of different types of crust models. Start-
ing models are selected based on waveform fits to both
Z- and T-component data waveforms. In this inversion,
we choose the Berkeley global model SEMum (Lekic and
Romanowicz, 2011), in which a homogenized 60-km uni-
form crust (thickness compensated by radial anisotropy;
Backus, 1962) is used to speed up the SEM simulations.

We parameterize our model space with a range of 100-
400km horizontal nodes (Figure 2.58bc) according to the
ray path coverage. The inversion problem is then solved
iteratively: 1) compute RegSEM synthetics; 2) compute
NACT partial derivative kernels; 3) invert for isotropic
Vs and radial anisotropy ξ structure; 4) repeat 2)-3) due
to using approximated partial derivatives kernels; and
5) repeat 1)-4) for the next iteration. Frechet kernels
computed using RegSEM and the adjoint formalism will
be included after obtaining stable inversions.

27.3 Initial Results and Ongoing Work

The iteration tomographic inversion results for Vs and
ξ variations are shown in Figure 2.58a-d. The isotropic
Vs images confirm the thick root of the craton down to
200 km. Along the east margin of the craton, a notice-
able band of low velocity structure closely follows the
Grenville/Appalachian orogens down to 100 km, indicat-
ing persistent influence of orogeny boundaries deep in
the lithosphere. In contrast, the northwestern Atlantic
plate shows large positive velocity perturbations, con-
sistent with the over 150 Ma age of this portion of the
oceanic lithosphere.

We are currently migrating to the second version of

our global model SEMum (French et al., this volume),
in which in oceans the homogenized crust is 30 km thick
while in continents the crust remains of realistic thick-
ness constrained by a fundamental mode surface wave
group and phase velocity dataset (Shapiro and Ritz-
woller, 2002). Upon finalizing the new RegSEM inversion
for Vs and ξ, we will move on to the joint inversion of
azimuthal anisotropy with both surface and body wave-
forms (down to 20 s) and a more robust SKS dataset.
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28 Investigating Upper Mantle Discontinuities Beneath Subduction
Zones

Ruiqing Zhang and Barbara Romanowicz

28.1 Introduction

Subduction zones can be regarded as natural labora-
tories because of the wide variety of processes involved.
Macquarie Island is an exposed portion of the Macquarie
Ridge, and is located where the Australian plate meets
the Pacific plate. To its north is the Tonga trench, where
the old Pacific floor subducts at a rapid rate below the
Indo-Australia plate, producing a deep slab of former
oceanic lithosphere.
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Figure 2.59: Raypath from the event to stations in the
array.

Figure 2.60: Raypaths of Sdiff and S410sSdiff.

Study of seismic velocity anomalies in the transition
zone (TZ) is an approach to investigating variations in
temperature or petrology. Travel time tomography shows
that the Pacific plate deflects in the transition zone (be-
tween about 400 and 700km depth) before continuing
into the lower mantle beneath the Tonga trench. How-
ever, beneath the Kermadec Trench, penetration into the
lower mantle occurs without a link (Van der Hilst, 1995).
Moreover, the depth observations of the 410 and 660-km
discontinuities, which are sensitive to temperature, also
provide a reference point for investigating properties of
the transition zone. The receiver function has become
a commonly used tool for constraining the depth of the

upper mantle discontinuities. However, due to the lim-
itation of recording stations installed in the oceans, it
seems difficult to constrain the depth of discontinuities
beneath subduction zones.

28.2 Data and preliminary results

From 2006 to 2009, a 150 station broadband seismic
array (Figure 2.59) was deployed in north China by the
Institute of Geophysics, China Earthquake Administra-
tion (CEA). Figure 2.61 is a high quality seismic profile
of a shallow event (16 km depth) with a magnitude of
Mw 7.2 which occurred in Macquarie Ridge, recorded by
the CEA array. The epicentral distance is from about
99∼105◦.

In the distance range larger than 100◦, SS precursors
should be observed. Considering the location of the event
and seismic array shown in Figure 1, the corresponding
SS bounce points mainly sample the Arafura Basin be-
tween Papua New Guinea and the Australian Gulf of
Carpentaria. It is common to map discontinuity topog-
raphy by constraining the relative travel time between
the S660S (S410S) and the reference SS phase. Because
precursor phases have amplitudes that are typically ∼5-
10% (or less) of the amplitude of the SS phase, stacking
of data is required to bring the precursors out of the
background noise (Schemerr, 2006).

Figure 2.61 is a seismic profile of SS precursors ( band-
pass filtered between 20∼100s), in which the maximum
amplitude of SS in each record has been normalized and
the timing of the peak is defined with a reference time
of zero. From Figure 2.61, it can be seen that precursors
of S660S (-200s) and S410S (-150s) are relatively difficult
to identify, compared with the S210S (-70s) precursor.

It should be noted that in Figure 2.61, there is a phase
in the time window of about -250s, with a relatively high
signal-to-noise ratio and which can be clearly observed
across the whole seismic profile. It is suggested by Taup
that this is the S410sSdiff phase. The S410sSdiff phase
is the upside reflection from the 410km discontinuity be-
neath the source region (Figure 2.60). It is surprising
that S410sSdiff is so clearly observed.

28.3 Future work

1. Stacking methods – enhancing the signals of S660S
(S410S): How to increase the signal of the precursors of
interest is a challenge. In future research, we want to use
a phase weighted stack (Schimmel, 1997).
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Figure 2.61: Top: Seismic profile of SS precursors with predicted traveltime of the IASP91. Bottom: Stacked data
using the SS phase as a reference.

2. Mapping the 410-km discontinuity beneath Mac-
quarie Ridge: In the future, we will focus on how to
use the relative time difference between the Sdiff and
S410sSdiff to constrain the depth of 410-km discontinuity
beneath Macquarie trench.
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29 Small-scale Variation of SS Precursors Observed by US Transportable
Array

Zhao Zheng and Barbara Romanowicz

29.1 Introduction

SS precursors are the underside reflections from the
upper mantle discontinuities (400 and 670 primarily) at
half distance. They have almost identical ray paths as
SS except in the vicinity of the bounce point; therefore
their differential travel times (with reference to SS) and
amplitudes provide ideal constraints on the discontinuity
topography and the impedance contrast across it. They
have been extensively used to investigate the discontinu-
ities, mainly on the global scale (for a review, see Deuss,
2009) but also in regional studies if there is enough cover-
age (e.g. Schmerr and Garnero, 2006; Cao et al., 2011).

SS precursors are usually at or below noise level.
Therefore, they are difficult to identify on individual seis-
mograms. In most previous studies, stacking (including
non-linear) techniques are employed to bring out a clear
phase, which results in robust travel time measurements.
The amplitude information, however, is usually distorted
or lost after stacking. In addition, constrained by data

Dep= 650 km

Figure 2.63: A map view of the 3D model S362ANI (Kus-
towski et al., 2008) in the study region at a depth of 650
km. VSH is plotted as relative perturbation to the 1D
reference model STW105 (Kustowski et al., 2008). The
white circles represent the locations of precursor bounce
points of the stations shown in Figure 2.62.
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Figure 2.62: Transverse component waveforms of stations with azimuth i20-23◦ and distance in 135-137◦: data (black
lines), 1D (blue) and 3D synthetics (red). All traces are normalized to a common factor. PREM predicted arrivals
are labeled with colored arrows. The two phases associated with S670S are marked out by dash lines.
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Figure 2.64: SS ray path from a shallow event (mb 6.7;
depth 38 km) to a station (T28A) in the US Trans-
portable Array. The location of the bounce point is de-
noted by a cross.

coverage, the bin size for stacking is usually 10 or 5◦ in
radius at best, putting a limit on the resolution.

29.2 Data

Owing to the high quality recordings from the US
Transportable Array (TA), it is now feasible to identify
clear and coherent SS precursors on individual seismo-
grams across a distance profile, allowing resolution for
small-scale lateral variations in discontinuity character-
istics. As a rule of thumb, if the station interval in the
array is ∼70 km, the interval between bounce points is
half of that, i.e. ∼35 km.

In this study, we show the observation from an mb

6.7 event that occurred in Northern Sumatra, whose SS
bounce points of the TA stations sample the northern
coast of Okhotsk Sea (Figure 2.64), a previously under-
studied location. A tomographic study of this region has
revealed two subducted slabs sinking into the transition
zone and ponding at the 670 discontinuity (Gorbatov et
al., 2000). For this event, we collect broadband wave-
forms from the IRIS data center, rotate (here we look
at transverse component only), remove instrument re-
sponse, integrate to displacement, bandpass filter 20-100
seconds (shorter periods are also tried), and visually in-
spect trace by trace to exclude the noisy waveforms. We
then bin the array data by azimuth and epicentral dis-
tance of 2-3◦. Within each bin, there are approximately
10 traces of high quality. Figure 2.62 shows the record
section (observed traces plotted in black lines) of one such
bin. It is not possible to discuss all the interesting obser-
vations in this short report; here we focus on S670S. The
most striking feature is the large amplitude (on the or-
der of the main phases) of this precursor throughout the
profile. In addition, two pulses can be identified around
the predicted S670S arrival time.

29.3 Modeling

We try to model the observations with synthetic seis-
mograms from 1D and 3D earth models. The 1D synthet-
ics are computed for PREM (Dziewonski and Anderson,
1981) by normal mode summation, accurate at periods
>10 seconds. The 3D synthetics are made available from
the Global ShakeMovie project of Princeton University
(http://global.shakemovie.princeton.edu). In that
simulation, the Earth model is S362ANI (Kustowski et
al., 2008) for the mantle plus Crust2.0 (Bassin et al.,
2000); the Spectral Element Method (SEM) is used; and
the synthetics are accurate between 17 and 500 seconds
(Tromp et al., 2010).

Figure 2.62 shows the 1D (blue) and 3D (red) synthet-
ics plotted against observations (black), with emphasis
on S670S. The 1D synthetics fail by far to reproduce the
precursor observations. In particular, they fail to model
the first one of the two S670S arrivals. The 3D synthet-
ics, on the other hand, are able to model the precursor
waveforms much better. However, even the 3D synthetics
are unable to fully reproduce the large S670S amplitude
observed. To explain the remaining discrepancy may re-
quire focusing effects caused by complex geometry of the
slab interacting with the 670 discontinuity. A map of
VSH perturbation at 650 km is shown in Figure 2.63. It
is interesting to notice that the precursor bounce points
of these stations fall in a ”valley” between two strong high
velocity anomalies, which might serve to focus the pre-
cursor energy. A thorough investigation of the 3D model
is necessary in order to fully understand what structure
enables the improvement with respect to the 1D model
in fitting the precursor observations.
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30 Investigation of Cascadia Segmentation with Ambient Noise Tomog-
raphy

Robert W. Porritt and Richard M. Allen

30.1 Introduction

Several lines of evidence suggest that simple subduc-
tion with one downgoing and one overriding plate is
an insufficient model of the Cascadia Subduction Zone.
Instead, the subduction zone and arc are segmented,
exhibiting variations in multiple characteristics along
strike. One line of evidence comes from the analysis of
seismicity. The subduction zone is atypical everywhere
in that the Wadati-Benioff zone is sparsely defined and
shallow. There are a few subduction interface events
deeper than the continental crust at the northern and
southern ends of the subduction zone in Washington and
California, but only to 75km depth. However, there are
almost no sub-crustal (>30km depth) earthquakes be-
neath Oregon. In contrast, Episodic Tremor and Slip
(ETS) events have been mapped throughout the subduc-
tion zone (Brudzinski and Allen, 2007). The recurrence
rate of ETS, consisting of many non-volcanic (or tectonic)
tremors at the same time as geodetically measured back-
slip, varies along strike with similar segment boundaries
as observed by the variation in seismicity and topogra-
phy.

Other evidence for segmentation along the arc comes
from the composition of arc volcanism. Detailed analy-
sis of primitive basalt families in the main volcanic arc
reveals variable mantle domains and melting regimes at-
tributed to the effects of the slab window to the south,
impingement of the Basin and Range terrain, and inter-
action with the Siletzia Terrane (Schmidt et al., 2008).
In addition, measurements of total heat production from
volcanic fumaroles, thermal springs, and slightly ther-
mal springs (Ingebritsen and Mariner, 2010) show signif-
icantly higher total heat production in the southern part
of the arc where Basin and Range extension is thought
to create permeable zones in the crust (Ingebritsen and
Mariner, 2010).

30.2 Data Processing

Our dataset focuses on two Flexible Array experi-
ments, FlexArray along Cascadia Experiment for Seg-
mentation (FACES) and the Flexible Array Mendo-
cino Experiment (Mendocino), while also including data
from the Berkeley BDSN, Canadian Seismic Network,
USArray Transportable Array, and the Advanced Na-
tional Seismic System (ANSS) backbone seismic network.
The dataset extends temporally from July 2007 through
September 2010. While we focus on the Pacific North-
west, the dataset extends spatially throughout the entire

United States with some coverage in Canada.

Detailed processing flow for computing phase veloc-
ity maps can be found in Benson et al. (2007) and the
updates applied here are described in Porritt et al. (in
press).

30.3 Implications for tremor

Brudzinski and Allen (2007) identify a variation in the
recurrence interval of ETS along the arc with a recurrence
interval of 14 months in the north, 20 months in the cen-
ter, and 11 months in the south. The cross section in Fig-
ure 2.65 is constructed by extracting the velocity values
along a profile aligned to the 30 km slab contour from Au-
det et al. (2010), which is thought to represent the up-dip
limit of ETS. Superimposed on this image are the long-
term ETS segmentation boundaries at 43◦N and 46.7◦N
(Brudzinski and Allen, 2007). These boundaries, based
on the recurrence interval for ETS events, are aligned
with both the location of the high velocity Siletzia Ter-
rane in the mid-crust (15 km depth) and also the deeper
three-way segmentation in the subducting oceanic litho-
sphere between the Gorda, Southern Juan de Fuca, and
Northern Juan de Fuca at 60-120 km depth. Thus the
segmentation of ETS is aligned with structural bound-
aries in both the continental crust and the subducting
oceanic lithosphere.

30.4 Implications for volcanic activity

Figure 2.66 shows a set of observations along the axis
of the Cascades volcanic range. Figure 2.66a is modified
from Ingebritsen and Mariner (2010) showing cumulative
heat production from the north to the south. Comparing
this to PNW10-S shows a strong correlation between the
high heat production south of 45◦N and a large zone of
low velocities between 40.5◦N and 45◦N. The extension
of the Basin and Range, and the associated clockwise ro-
tation of the Cascadia margin, could explain the lower
velocities in the southern half of the subduction zone
at all depths (Figure 2.66c; anomalies SM1, SM2, and
SM5). The rotation leads to extension at the southern
end, which promotes melting and results in the larger
low velocity zone. The center of this low velocity zone is
also located at the slab segmentation boundary (at 43◦N,
Figure 2.66c, anomaly SM5) associated with the contin-
uation of the Blanco Fracture Zone separating the Gorda
and Juan de Fuca portions of the plate.
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tribution of tremor from Boyarko and Brudzinski, 2010.
Panel (b) is the topography along the profile. Panel (c) is
the relative velocity extracted from PNW10-S and panel
(d) gives the location in map view. Panel (a) labels the
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31 Characterization of the Pacific Superplume Boundary

Sanne Cottaar and Barbara Romanowicz

31.1 Introduction

The lowermost lower mantle, also called the D”, is a
thermo-chemical boundary layer, exposing many intrigu-
ing observations. Global tomography of shear velocities
show strong degree 2 and 3, dominated by two large low
shear velocity provinces (LLSVP): one under Africa and
one under the Pacific. Local studies show that the bound-
aries of these superplumes are sharp, sharper than can be
explained by temperature variations. Another complica-
tion of the D” is the occurrence of localized ultra-low
velocity zones (ULVZ), suggesting the possible presence
of partial melt and/or iron enrichment.

31.2 Data and observations

Data is collected for recent events in Southeast Asia
towards the Transportable Array in the USA. The main
event studied is a Mw 6.6 and 414 km deep event on the
20th of March 2010 in New Ireland Region, Papua New
Guinea. Paths of this event towards the Transportable
Array and other arrays in the USA travel on both sides
of the Pacific LLSVP boundary. The radiation pattern
of the main event is opportune, with strong non-nodal
SH amplitudes in the azimuthal direction covered here.
Amplitudes in the favorable radiation pattern decrease
slightly towards the south, but less significantly than the
data shows. The strong decrease in amplitude and wave
broadening occurs as the paths to the south cross into the
Pacific mantle plume. Center points for ScS and Sdiff
for all events are plotted in Figure 2.67 and for some
waveforms in Figure 2.68.

The striking observation is the occurrence of a post-
cursor, most visible for periods between 10 and 20 sec-
onds. The post-cursors are delayed by more than 30 sec-
onds for the southernmost stations and move out to al-
most 50 seconds for stations around the plume boundary,
as can be seen in the waveforms in Figure 2.68. The oc-
currence and move-out of the phase is mainly a function
of azimuth, and there is little variation in timing with dis-
tance. The ratio in amplitude between post-cursor and
main phase does increase with distance. For the further
diffracted phases, the post-cursor becomes stronger than
the main phase. Two additional events with less coverage
but similar features can be found in Toh et al., 2011.

Additionally, the SVdiff waveforms are stronger out-
side of the superplume. Future work will concentrate on
constraining anisotropic behavior across the superplume
boundary to explain these observations. The P-wave ar-
rivals also show delay and wave broadening towards the
south, although this is less significant. This can constrain

the Vp/Vs ratios across the boundary, and will be part
of future work.

Figure 2.67: Location of clusters and stacked waveforms
for each cluster.

31.3 Clustering

Clustering the waveforms provides an objective way to
bin the data. We choose a 60 s window around the pre-
dicted arrival time of Sdiff for PREM. The measure of
coherence is the correlation between the two waveforms.
We apply hierarchical clustering with complete linkage
(see Matlab manual). Initially, each waveform is consid-
ered a single cluster, which is then combined stepwise for
the highest correlation. For each new cluster, the corre-
lation to other clusters is defined by the minimum corre-
lation between two waveforms from each cluster. This is
repeated until three significant clusters remain. Results
for the clustering are shown by the symbols in Figure
2.67. Clear clusters that vary with azimuth also result
for ScS, sSdiff and Pdiff waveforms for the same event.
This method has also proven to work for rays traveling
parallel to the African plume boundary, while waveforms
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Figure 2.68: Preferred ULVZ input model, and synthetic data next to real data, filtered between 10 and 22 seconds.
Symbols next to the real waveforms denote the clusters shown in Figure 2.67

cluster as a function of distance for rays that travel solely
outside of the superplume.

31.4 Forward modeling

Synthetic data are forward modeled using a sand-
wiched version of CSEM (Coupled Spectral Element
Method, Capdeville et al., 2003). This method is com-
putationally effective, solving only for the full 3D model,
which can include sharp boundaries and anisotropy, in
the lowermost part of the mantle and coupling to a nor-
mal mode solution for a 1D model in the rest of the Earth.
The data can constrain the best fitting model by com-
paring observed and synthetic full waveforms. Based on
the move-out of the postcursors, we rule out that the
main boundary of the superplume, as defined by global
S tomographic models, can be the cause. A ULVZ with
a sharp velocity decrease within the superplume is re-
quired. However, with the many possible parameters
and their different trade-offs, we cannot claim to find a
unique solution. Waveforms for one of our (preliminary)
preferred models are shown in Figure 2.68, alongside the
real data. This model contains a circular ULVZ with a
radius of 600 km and a shear wave velocity reduction of
-21%. The height is poorly constrained.

31.5 Summary

Here we present a data set with several striking fea-
tures. The rays from this event in Southeast Asia travel
parallel to the northern boundary of the Pacific super-
plume up to stations in North America, making it ideal
for mapping changes across the boundary. We illustrate
this by objective clustering of the waveforms. SHdiff
and SVdiff waveforms indicate changes in velocity, at-
tenuation and anisotropy across the plume. Secondly,
there are postcursors with a clear move-out, indicating
the presence of an ULVZ on the superplume side. The
superplume boundary itself is not sharp enough to cause
postcursors.
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32 An Automated Despiking Algorithm for Seismic Normal Mode Data

Shan Dou and Barbara Romanowicz

32.1 Introduction

The normal modes spectra of the Earth’s free os-
cillations contain valuable information on the longest
wavelength three dimensional structure of the Earth’s
interior. Dahlen (1982) first showed that the optimum
record length for measuring eigenfrequencies and decay
rates of normal modes using a Hanning taper is 1.1 Q
cycles. Since typical modal Q values lie in the range
102 of to 103, optimum window lengths are on the order
of days to weeks. However, it is difficult even today
to retrieve clean continuous time series spanning days
or weeks following a large earthquake: in addition to
aftershocks and other seismic events, data spikes due
to transient disturbances at the station or temporary
data storage failures are often unavoidable. Therefore,
it is necessary to edit seismograms prior to the spectral
analysis. Spikes are usually diffficult to identify by
existing algorithms because they have features which
often are quite similar to those of real earthquake sig-
nals. The majority of conventional despiking algorithms
require empirical tuning of associated parameters.
The required parameter tuning often degrades the
efficiency of automated algorithms, which in the end
do not save much time and effort when compared
with manual approaches. Hence, most despiking is
done by direct manual editing, which can be a rather
monotonous task, especially when one deals with a large
dataset. Ideally, to be helpful, an automated despiking
algorithm should not require users to manually intervene.

In this report, we describe a 3D phase space thresh-
olding despiking algorithm which was first developed in
the hydraulic engineering community and which we have
adapted to our needs. The method was originally used
to remove spikes from acoustic Doppler velocimeter data.
It makes use of several ideas: (1) Differentiating a signal
can enhance the high-frequency components (e.g. Roy
et al., 1999); (2) The Universal Threshold ( Donoho and
Johnstone, 1994; Katul and Vodakovic, 1998) provides
the maximum of a white noise sequence; (3) Valid data
tend to cluster into a dense cloud in a three-dimensional
Poincar map and data points lying outside that cloud
should be suspected as spikes ( e.g. Abarbanel, 1995;
Addison, 1997). In this study, we examine the validity
of the 3D phase space thresholding despiking algorithm
for preparing long seismic time series for normal mode
analysis. Synthetic tests shown below demonstrated that
spikes can be successfully detected and removed by the
3D phase space thresholding despiking algorithm.

32.2 Description of the Algorithm

The process of removing spikes comprises two steps:
detection and replacement. In principle, these two parts
are independent of each other, but the method described
here is iterative and thus a proper spike replacing
approach is also important for spike detection in the
subsequent iterations.

(a) Universal Thresold:
As mentioned in the last section, Donoho and John-

stone (1994b) introduced the Universal Threshold, which
is given by

λU = σ
√

2logn

where σ is the standard deviation of the noise sequence
and n is the number of data points.

(b) Differentiating and Calculating the Corre-
lation Coefficients:

We calculate first and second derivatives of the original
time series ∆ui and ∆2ui and the associated three sets of
standard deviations σu, σ∆u and σ∆2u. The correlation
coefficients between u− ∆u, u− ∆2u and ∆u−∆2u are
calculated as follows:

αu−∆u = tan−1(
Σui∆ui

Σu2
i

) = 0;

αu−∆2u = tan−1(
Σui∆

2ui

Σu2
i

);

α∆u−∆2u = tan−1(
Σ∆ui∆

2ui

Σ(∆ui)2
) = 0;

(c) 3D Phase-Space Map:
Each set of three variables {ui,∆ui,∆

2ui} determines
a point {ρ, θ, φ} in spherical coordinates, where ρ2

i =
u2

i + (Σui)
2 + (Σ2ui)

2. For each pair of θ, φ, we can
then calculate a threshold ellipsoid determined by:

1

ρ2
0

=
(sinφcosθcosα + cosφsinα)2

a2

+
(sinφcosθcosα− cosφcosα)2

b2
+

(sinφsinθ)2

c2

Where a = λU
u = σu

√
2logn, b = λU

∆2u
= σ∆2u

√
2logn,

c = λU
∆u = σ∆u

√
2logn and α is the rotation angle

calculated from the correlation coefficient of αu−∆2u.
The valid data points will then cluster inside of the
threshold ellipsoids, while the data points that fall
outside of the ellipsoids will be suspected as spikes.
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The 3D phase-space map has been used broadly in
fractal geometry and chaotic dynamics studies. In
phase-space, the transient high frequency component
of the time series, which is much less random, can
be separated from the chaotic regime that is featured
as a compact cluster that is associated with chaotic
oscillations. Because the time series needs to appear
random for the Universal Threshold approach to be
valid, the despiking procedure is not applied to the
portion of data that are recorded within the first 21
hours after the origin time of the target event, during
which strong coherent energy would not have the needed
apparent randomness.

(d) Replacement:
Windows containing spikes can be considered as

having gaps in the data stream. As one can already
see, the shape of the threshold ellipsoid will vary when
spikes are removed from a given segment of time series.
Therefore, the entire despiking procedure needs to
be repeated for several iterations until the number of
detected spikes goes to zero. To ensure that the data
cleaning procedure is complete and avoid introducing
biases, it is important to develop a replacing strategy
that can preserve the low frequency mode information
contained in the time series.

The Discrete Fourier Transform (DFT) can be used to
interpolate any data set that exhibits a periodic behav-
ior. It consists of dividing the input signal into its major
frequencies, determining the DFT coefficients (weights
of each major frequency component), and then using the
DFT coefficients and the associated frequencies to recom-
pose the signal. This is the same process as is used for
transmitting signals over telephone lines.

32.3 Application Examples

To explore the effectiveness of the automated despik-
ing procedure while verifying that no significant bias is
introduced during despiking, a set of spikes extracted
from a noisy record is added to a raw time series free
of spikes. The automated despiking algorithm is then
applied on the artificially contaminated time series. We
then compare the originally clean record with that ob-
tained after applying the despiking procedure both in the
time and frequency domain so as to check the preserva-
tion of the valid signal. Figure 2.69 shows the associated
power spectra: The contaminated spectra (thick black
line) and the post-despiking spectra (solid grey line) are
plotted together. The striking effect of the added spikes is
the severely elevated baseline level in the pre-despiking
spectra. In Figure 2.69b, we compare the original un-
contaminated power spectra (black dashed line) and the
power spectra generated from the post-despiking time se-
ries (solid grey line). The fact that they are indistinguish-

Figure 2.69: Frequency domain illustration of the effect of
despiking algorithm. Panel a: The spectra shown in solid
black line are generated from an artificially contaminated
seisogram (i.e. clean seismogram + spikes extracted from
another noisy record). Panel b: To examine whether any
significant biases could be caused by the despiking al-
gorithm, the original spectra associated with the clean
seismogram are plotted (black dash line) on top of the
post-despiking spectra (solid light grey line). The consis-
tency of the two spectra indicates that valid information
of the data is well maintained by the despiking algorithm.
A noticable feature is the scale differences between the
two panels due to the high noise floor in Panel a.

able confirms that the despiking procedure is working
well.
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33 Seismic Imaging of the San Andreas Fault in Northern California
using Receiver Functions

Pascal Audet

33.1 Introduction

Scattering of teleseismic body waves is conventionally
used to investigate crustal and mantle structure using the
so-called “receiver function” technique. This approach
makes use of the fact that teleseismic events have near-
vertical incidence upon horizontally layered structure, en-
suring minimum phase, and assumes that source-time
functions can be approximated by energy on the P com-
ponent of motion. This approach has been successful in
countless applications, including the characterization of
layered crust and mantle, anisotropy and dipping struc-
ture.

Results from a recent application of the receiver func-
tion method near Parkfield in Northern California sug-
gest that crustal structure is highly anisotropic with
some indication of shallow offset in crustal discontinu-
ities across the San Andreas Fault (SAF) (Ozacar and
Zandt, 2009). Here we use receiver functions to analyze
crustal structure around the SAF near San Juan Bautista
in Northern California by decomposing radial and trans-
verse signals into first order harmonic modes. Variations
of energy of the different modes with depth are then used
to characterize teleseismic wave scattering from velocity
contrasts across the San Andreas Fault.

33.2 Data and method

We use data from the broadband station SAO, located
3 km from the surface trace of the SAF. Three-component
seismograms are collected for all events with M >5.5 in
the epicentral distance range 30◦-100◦. Vertical and hor-
izontal (both radial and transverse) components of mo-
tion are decomposed into upgoing P , SV (radial) and SH

(transverse) wave components. Individual single-event
seismograms are processed using the receiver function
method, which employs the P component as an esti-
mate of the source to deconvolve the SV and SH com-
ponents using a modified Wiener spectral deconvolution
technique and recover receiver-side S velocity structure
(Audet, 2010).

Resulting SV and SH receiver functions represent
mostly forward-scattered PS waves from planar discon-
tinuities in physical properties. For horizontal layering,
timing and amplitude of each converted phase constrain
overlying velocity structure (depth and VP /VS of the
overlying column) and velocity contrasts at discontinu-
ities, respectively. For isotropic, horizontal layering, no
energy is converted onto the SH component; any en-
ergy observed on this component must therefore repre-

sent either structural heterogeneity (e.g., dipping inter-
face), anisotropy, or both. In either case, periodic polar-
ity reversals of converted SH phase amplitude with back-
azimuth are expected; a plane dipping layer will produce
a 1-θ periodicity, whereas anisotropy may produce more
complicated patterns with higher order harmonics due to
various degrees of symmetry of the elastic tensor and its
orientation in space.
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Figure 2.70: Receiver functions from station SAO near
San Juan Bautista, Northern California. SV (top) and
SH (bottom) components sorted by back-azimuth of in-
coming wavefield. Black is positive and grey is negative.

Results are shown in Figure 33.2. A number of features
can be readily identified:

• SV signals at 1-2 seconds show strong 1-θ back-
azimuthal variations in amplitude, with polarity re-
versals at 130◦and 310◦, which cannot be explained
by simple, horizontal isotropic layering and must
involve shallow anisotropy and/or a dipping struc-
ture.

• Corresponding SH waves at 1-2 seconds also show
similar 1-θ back-azimuthal variations, with polarity
reversals shifted by 90 degrees.

• Typical crust-mantle (Moho) conversions, normally
appearing at 3-5 seconds as strong positive arrivals
on the SV component of motion, are lacking, in-
dicating that the Moho may be invisible to high-
frequency waves, or that it is highly complex.

70



These first-order observations can be further refined
by decomposing the amplitude of migrated SV and SH

signals at each depth increment as a function of back-
azimuth using the equation

SV,H(z, φ) = AV,H(z) +BV,H(z) cos (φ+ CV,H(z)).
(2.2)

For SV , energy on the A component should reflect bulk,
isotropic velocity contrasts. Any signal on the B compo-
nent represents dipping or anisotropic structure, and is
seen on both SV and SH . Higher order harmonics (not
analyzed here) are diagnostic of anisotropy. The C com-
ponent represents the phase of the fitted cosine function.
Results are shown in Figure 33.2. The fit appears to be
best between 2-6 km depth, where the A component is
close to 0 on the SV component and negligible on the
SH component. The energy arises from the purely si-
nusoidal terms (B and C) on both components. Ampli-
tudes are very high (<-0.5), and components are 90◦out
of phase, with maximum SV signal from back-azimuths
perpendicular to strike of the SAF (128◦or 308◦). Ab-
sence of energy on the A component strongly suggests
that structure other than horizontal layering is responsi-
ble. Anisotropy is also unable to explain the absence of
energy on the A component, especially at the large am-
plitude of the B component. Instead, these signals can
be easily explained by near-vertical velocity contrast of
the San Andreas Fault.
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Figure 2.71: First order harmonic decomposition of re-
ceiver function amplitude as a function of inferred depth
(Equation 2.2). Results for SV and SH are shown in black
and grey, respectively. R2 shows the fit to Equation (2.2).
The A component represents a constant amplitude term.
B and C are amplitude and phase of a fitted cosine term.

33.3 Discussion and conclusion

Receiver functions for station SAO near San Juan
Bautista show signals related to scattering from a near-
vertical SAF. These signals indicate strong velocity con-
trasts, possibly related to major structural differences
across the fault, or to the presence of a low-velocity zone

caused by fault damage and/or elevated pore-fluid pres-
sure. Future work will involve modeling of these fault-
scattered waves using a finite-difference technique (e.g.,
Levin et al., 2007). In addition, the method presented
here will allow characterization of time variations in fault
scattering structure by analyzing residuals of the fitted
Equation 2.2 as a function of time. This technique could
prove to be a powerful tool for the analysis of transient
fault properties following major earthquakes.
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