Draft Report of the
Network Architecture and Interconnection Subcommittee

2/1/01 - This draft is a compilation of the documents circulated in late January.  It has not been edited to reflect the proposed layout of the report.  - Lind
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Overview and Goals

Lind's 11/09/00 background

4 fundamental goals were identified in Circular 1188: 

· Establish and maintain an advanced infrastructure for seismic monitoring throughout the United States that operates with high performance standards, gathers critical technical data, and effectively provides information products and services to meet the Nation's needs. An Advanced National Seismic System should consist of modern seismographs, communication networks, data processing centers, and well-trained personnel; such an integrated system would constantly record and analyze seismic data and provide timely and reliable information on earthquakes and other seismic disturbances. 

· Continuously monitor earthquakes and other seismic disturbances throughout the United States, including earthquakes that may cause a tsunami or precede a volcanic eruption, with special focus on regions of moderate to high hazard and risk. 

· Thoroughly measure strong earthquake shaking at ground sites and in buildings and critical structures. Focus should be in urban areas and near major active fault zones to gather greatly needed data and information for reducing earthquake impacts on buildings and structures. 

· Automatically broadcast information when a significant earthquake occurs to save lives and property, by facilitating decision making and mitigating actions such as search and rescue, fire prevention, and deployment of engineers and inspectors for building inspection. Where feasible, for sites at distance from the epicenter, broadcast an early warning seconds before strong shaking arrives. Provide similar capabilities for automated warning and alert for tsunamis and volcanic eruptions. 

Mission statement of the Technical Integration Committee (TIC) 

To oversee the development of guidelines and standards for the establishment of a national seismic monitoring system that will: 

· integrate urban and regional and national monitoring systems into an advanced infrastructure for seismic monitoring, 

· continuously monitor earthquakes and other seismic disturbances with fixed and portable devices, 

· thoroughly measure strong shaking at ground sites and in buildings, 

· automatically broadcast real time information that is in a usable format for emergency response personnel, engineers, and scientists, and 

· archive recorded information for future use. 

Charge to the Network Architecture and Intercommunication Subcommittee from the TIC 

Develop consensus specifications for the integrated design of national, regional, and urban monitoring components and for communications among the components (sensors, data centers, and real-time recipients of data and products). This includes the technical design of communications protocols and data center design and functionality, but does not include specifications of data formats. The system should include consideration of appropriate levels of timeliness, completeness, robustness, and redundancy. The design must examine distributed data acquisition and processing, and must allow for distributed data archiving and distribution. The capability to incorporate data from sensors and networks owned and operated by other organizations should be included. Performance specifications for the data acquisition and exchange hardware/software system nationwide need to be identified. 

Because of the very close tie between the activities of this Subcommittee and the Data Archiving and Distribution Subcommittee, it is anticipated that this committee may conduct some joint meetings with the Archiving and Data Distribution Subcommittee. 

Guiding principles (adapted from Mitch Withers) 

Maximize resources 

Minimize duplication 

Standardize products, proceedures, and end-user interfaces 

Establish a national system 

Allow local missions

ANSS directives

 Steve's 01/27/01 email

I went through circular 1188 in detail and tried to pull out all references that might be applicable to our subcommittee (and the archiving one) and organized them by five categories.  I list them below with their page number and also either a 'G' or 'D' to indicate that they seem to be either a goal or a directive (constraint is not quite the right word).  I also reviewed the charge given to this group by the TIC which I am convinced is consistent with the plan as I understood it at the end of the meeting that we will try to approach the "specifications for the integrated design of the components and interconnections" which includes consideration of timeliness, completeness, robustness and redundancy.  This does not mean we need to actually do the design and thus based on the directives contained in 1188 our recommendation for contracting with experts in "systems engineering" we can recommend that this should be done and how to do it.

I hope that this will be a help to all to limit what you really need to worry about for the writing part.  In particular I hope Kent can use this to help articulate our particular goals better.  I again caution everyone from trying to do more than what we have been asked for.  If we can come up with nothing more than good solid specifications for timeliness, completeness, robustness and redundancy with discussion of the trade-offs I think we will have done our job.

Products

Pp20 G Advanced infrastructure for seismic monitoring

Pp20 G Gather critical technical data

Pp20 G Provide earthquake information products

Pp20 G Do strong-motion monitoring (nothing mentioned about doing it in real-time.)

Pp20 G Automatic broadcast of information for immediate assessment of earthquake's impact.

Pp20 G Where feasible do early warning seconds before strong shaking arrives.

Pp20 G Provide warning for tsunamis and volcanic eruptions.

Pp21 G Information products must be timely and also appropriate for long-term needs.

Pp21 G Innovative and customized services provided to users needing info and assistance.

Pp26 D In large urban areas regional centers will produce ground shaking maps.

Network organization and structure

Pp20 G Use modern communication networks and processing centers

Pp21 D Modernize and expand infrastructure.

Pp20 D Do continuous monitoring nationwide but focus on regions of moderate to high risk

Pp21 D Components must function in a well-organized way.

Pp21 D Should be designed, created and operated using a systems engineering approach.

Pp26 D Common infrastructure integrated with robust application software.

Pp21 D Install robust hardware and software for real-time data acq., processing and automatic exchange of network data among national and regional network recording centers.

Pp26 D Modernize regional centers to uniform standards to communicate with each other, to the national net and to the public.

Pp26 D NEIC is focal point for all seismic monitoring.

Pp26 D NEIC should serve as backup for all regional networks and data centers and be able to replicate their services should a regional center fail.

Pp26 D Integrate ALL signals from ground-deformation sensors including GPS (!!!)

Standards

Pp20 G High performance standards

Pp26 G National and regional monitoring centers should have robust capabilities for RT acq, processing and exchange.

Pp39 G Set standards and performance goals.

Pp43 D Standardize collection, exchange and archiving

Pp21 D Integrate existing capabilities and expertise and use a system engineering approach to create a master plan which includes performance goals, standards and procedures.

Pp26 D Standardize data acq and processing software.

Pp26 D NEIC should lead in setting standards for data formats, processing and exchange.

Pp43 D Standards for data collection do NOT require stopping using existing hardware and software but rather prescribe guidelines to integrate with ANSS.

Pp43 D Performance goals should come from a review of regions throughout US to develop specific plans to ensure:

1. continuous surveillance

2. reliable delivery of time-critical info in emergency situations

3. real-time responsiveness of national system 24x7

Archive

Pp22 G Establish effective data management scheme for integration, archiving and distribution of seismic data.

Pp27 G Investment is needed in data management facilities to organize and distribute raw seismic data for research purposes.

Pp27 D NEIC is the national distribution point for parametric earthquake data, catalogs and general information.

Pp27 D Facilities larger (than NEIC) with more specialized functions are need to archive and distribute raw seismic data.

Pp27 D ANSS should expand IRIS DMS and/or various regional centers such as NCEDC to accommodate increased data  OR build new facilities based on IRIS and NCEDC models.

Specific Numbers

Pp25 D Install new stations: 100-NSN, 1000-modern regional, 3,000-free-field SM 3,000-structural SM

Pp40 D Funding for up to 20 regional centers

National Steering Committee - There will be 7 regions with regional centers (didn't say about other recording and processing centers).

NAI Scope

Lind's 11/09/00 strawman

In order to get the ball rolling and help us identify important areas, I've started to think about a model for operations. The diagram presented below is an example. 

Diagrams such as this have been around for a number of years - I'm sure Ray Buland has stacks of them. I've seen a report by David Simpson in 1988 with something along these lines. More recently, Mitch Withers used a similar diagram in the model of Mid-America regional operations and I borrowed some of his nomenclature for this draft. 

Please note - this is just a strawman in order to get us thinking. Nothing here is cast in stone. 



First, some definitions and functionality. 

Tier 0 - Station 

The red and black circles indicate seismic stations. They may be any type of station - national, regional, or urban. Red indicates ANSS supported or funded stations, black indicates non-ANSS supported. The non-ANSS supported stations may be contributed for processing as the ANSS. The red lines indicate a communications link. 

Some sites have multiple links - with secondary links indicated with dotted lines. These secondary links may be an alternate path to the primary recipient or a link to a neighboring processing center(s) (at any level). Not all stations have multiple telemetry links but some number of critical stations do. This diagram does not differentiate between dedicated and "dial-up" communications. Certainly many (most?) sites will require continuous telemetry, but noisy urban sites may not. 

These sites will produce time-series data, either triggered or a combination of triggered and continuous data. In some cases, the dataloggers may output parametric data as well, such as state-of-health information, phase detections or peak ground motions. 

Tier 1 - Data Concentrator 

In some instances, data may be collected from several stations at a single site. These sites are denoted by yellow triangles and in Mitch's nomenclature, Tier 1 systems are called Data Concentrators. In general, these will be unstaffed facilities, but there may be a local contact. There are two possible models for Tier 1 systems. One is that these facilities just forward the complete waveform data to the next level. In this case, there may or may not be local storage at this site (assuming that the dataloggers have local storage), but essentially, the Tier 1 is a telemetry collection point. A second model is that some low-level processing is done at the facility and only selected waveforms are forwarded to the next level. In this case, a system might perform subnet triggering or something type of event detection and then forward the triggered waveforms (and associated parametric data) out. This type of model might be useful in areas where it is difficult to get sufficient bandwidth to transmit all of the waveform data. 

These may or may not be ANSS-supported operations. In one example, this might be a local utility that has deployed strong-motion instrumentation and is willing to share the data. In another example, this might be data from a local array of stations, with a single, convenient point of outward communication. 

Tier 2 - Local Center 

This level is perhaps the least well constrained (or at least I have the most questions about its implementation). The center may be responsible for the operations and maintenance of a number of stations, as well as for local acquisition, under the direction of a regional center. Waveform data collected by the local centers will be forwarded to its regional center and to additional regional or national centers as needed. 

By agreement with the regional processing center, the local center may run all or part of the earthquake processing software. The local center may perform review operations and local QC on data from their stations. 

These facilities may provide local seismological expertise to the community and local technical support for operations at tiers 0 and 1. These are facilities staffed during normal hours of operation and in some cases may provide 7x24 response. 

Tier 3 - Regional Center 

The regional processing center is a central hub of operations in an ANSS region and there may be more than one in a region. If there is more than one regional center, within a region, the centers have specific areas of coverage. 

The regional centers have primary responsibility for rapid earthquake processing and notification. While the regional center will receive parametric data from other tiers within its region - and from adjoining regions - it will be the authoritative source of earthquake information in its region and will have responsibility for distribution of this information. 

They also have primary responsibility for building reviewed products, such as earthquake catalogs and QC waveform data. They may or may not have a local archive, but will contribute the waveform data collection to an ANSS data center. 

Tier 4 - National Center 

The national center (whose operations may be split among several facilities) is "the focal point for all seismic monitoring in the United States. ... It should serve ... as a backup for all regional networks and data centers. It must be able to replicate their services should a regional center fail due to a major earthquake, power loss, or other extreme event ...". 

Questions/Issues/Stray thoughts (partial list ...) 

· How much latency in real-time data is acceptable? 

· How much local storage for waveforms? 

· How much backup power (1, 3, 5 days?) is required at the different levels? 

· What type of communications supported (e.g., tcp)? 

· Is support for multiple communications links required? 

· How much bandwidth? Where is the tradeoff between real-time and archive? 

· How much diversity in the communication links is required? 

· Does the local center operate stations itself or maintain stations for the regional center? 

· How many regional centers per ANSS region? 

· What role does the (national, regional, local) center play in real-time data collection, processing, and distribution? 

· What role does the (national, regional, local) center play in post-earthquake processing, archive, and distribution? 

· How should real-time information be distributed? 

· How should data be archived (e.g., how many archives)? 

· How will redundancy be addressed? 

PRIVATE
Level
Operations
Staffing
Products
Rapid earthquake notification
Seismological expertise
Technical Support

0
Station
-
raw timeseries
auto parameters
-
-
-

1
Data concentrator
-
raw timeseries
auto parameters
-
-
-

2
Local
9-5 normally
auto parameters
auto event information (?)
reviewed catalog (?)
QC waveforms (?)

-
X
X

3
Regional
7x24 response
auto parametric information
auto event information
reviewed catalog
QC waveforms
archive in some cases
X
X
X

4
National
7x24 response
auto parametric information
auto event information
reviewed catalog
QC waveforms
archive
X
X
X

NAI Design Goals

Kent's 01/26/01 contribution

Preamble.


Since frank communication is necessary given the deadline pressure under which we appear to be operating, I am offering the following critique which is in no way meant to be contentious. On the contrary, in fact, thanks to Mitch and Lind for producing working documents which we can use as a platform for us all to reach the next step. That said, I confess I am having trouble confining myself to the subset of engineering issues assigned to me, without addressing the larger picture.  I believe our efforts are a bit off track.  This is an explanation as well as an attempt at suggesting a change of approach.

Critique.


In both Mitch and Lind's documents, and in previous ANSS-NAI meetings, there have been a number of unilateral imperatives on implementation aspects. Examples:


"Redundant communication paths are required."


"Real-time full-waveform transfer is required." 


"TCP/IP based communications are required." 


"Uncompressed communications is required." 


"Desired attributes:...multiple nodes can provide information to a single user (or distributor). This is important from the perspective of redundancy as well as ..."

Though these suggestions are well-meant, they generally put the cart before the horse. Placing unilateral imperatives on implementation is not appropriate at this point, since it unnecessarily limits and constrains system design without regard to the driving forces of final system output and deliverables of ANSS, on which our success will be judged. At first sight, my statement there appears easily disproved. For example, in the last example above, a motivation is presented immediately after the design decision. However, at our stage of progress it is critical to reverse these. Stated as is, the "decision" can appear to be a natural way to guarantee fulfillment of the motivation. However, it's a mistake to make a design decision before studying the possible alternative solutions and explaining why the one chosen approach is preferable, not to mention mandatory. Most of these ultimata are presented in isolation of other system issues. Engineering amounts to constructing design decisions that weigh **competing objectives**, choosing tradeoffs where necessary. It is not sufficient to look at each objective in isolation, and from that come up with a design requirement. 

In seismologist terms, we need to avoid making a bunch of one-off, low-level-detail design ultimata, one for each point of motivation. Rather, we need to throw the entire set of performance goals at once into a big hopper, and do a single inversion for the best-fitting system. A crucial part of this "inversion" is not getting the "model" mixed with the "data", i.e. not getting the implementation decisions intermingled with the system performance goals.

For very small networks or lax performance pressure, this inversion [often iterative in practice] towards a working system can be done in an ad-hoc experimental "we should / why don't we do it like this" fashion.  With even medium-sized or large, single, regional networks, however, or equivalently with increasing pressure to perform, the inversion must be done more formally and carefully. Otherwise "oops, let's try that again" becomes prohibitively expensive. 

For projects of 10's to 100's of millions of dollars, even the task of taking the performance goals and turning them into a set of detailed system specs that instantiate the performance goals, usually requires a full-time technical management firm. Then only after that is the entire system-engineering task farmed out to a software and systems development group [*not* the technical management firm] to figure out what design decisions are forced by the full set of system specifications. 

We are proposing design decisions without system specs, and system specs before the performance goals are stated clearly enough (in terms of final-product deliverables) to support them. We need to reverse this. Even if the ANSS decisionmakers decide to short-cut the full progression from deliverable system goals to system specs to implementation decisions, we should at least keep in mind what full process we are approximating. In fact if tight fiscal and time budgets are the issue, the best approach may in fact be *more* thorough and careful pre-construction planning, rather than less. 

Unfortunately this issue is broader than the ANSS-NAI subcommittee alone, since the subdivision into somewhat arbitrary subcommitties divided into separate design subsections presupposes that we are ready to move to the design stage. While the current committee structure makes a fine first rough draft of how to get the whole ANSS software and interconnection system done, perhaps it may not be the only way. I will let our TIC liaison members pass what they wish of these thoughts on to the TIC. However, until we get the progression from deliverable-goals to system specs to design-decisionmaking lined up correctly, it is hard for me to put together thoughts on packet formats, transmission protocols, real-time processing interaction, redundant data-paths etc. in a manner that is structurally coherent and destined to help us bring ANSS to a success. 

Suggestion

1) Lind has gotten a good start on helping understand what are core deliverables are, namely what is going to whom, how fast, and at what level of reliability.  I suggest that first, we extract these final delivarable goals, getting them in fully fleshed out in print. A starting point is Lind's list


Location and magnitude information, prelim and updates


Mechanism/moment tensor


Shake maps


Aftershock warnings


event waveforms


finite-fault parameters

In addition to expanding this list to completeness, we need to specify delivery-time-limits and intended recipients for each product. For example, how soon do locations need to be available? How about event waveforms? Who are we sending each one of these items to? 

Finally, I know this is hard, but it would be good to assign a target reliability that we are reaching for with the entire system. This is hard because of course everybody wants 100% reliability. A noble goal; keep in mind though that there is a geometric progression of effort and cost to go from 70% to 90% to 99% to 99.9% to 99.999% reliability. Please, please don't say we want 100% reliability unless you want to tell Congress we'll deliver ANSS after an infinite-length delay for design cycle and testing. 

2) We have implementation and design decisions mixed in completely with the performance specs. Some of these performance specs are appropriate constraints that belong in the specification of final deliverables; they just need to be drawn to the surface [presented on their own merits rather than as motivators for individual design decisions]. For example, it's fair to specify that the final products should be delivered in a way that is transparent to the user. The final output products should be in some kind of standardized format. Other specs in the existing drafts are probably going to have their place, though subordinate to the deliverable goals stated above. For example, the drafts specify a need for redundancy in the ANSS system, in order to address potential vulnerability to disturbances such as earthquakes. Ultimately this is driven by the reliability goals specified in step one, so this spec should be subordinate to that goal. Of course once we get to the design stage and have that spec alongside all the others, we will be able to discuss the logically consequent design decisions such as how to structure single or multiple nodes and what communications medium to use. At this point, we need to farm through the existing drafts and continue to brainstorm for all the performance-goal-related material, divorcing the items from design decisions and instead placing these items in proper subordination to their driving goals. Only after we finish specifying all the goal-driven performance specs should we start choosing particular technical implementation decisions.

3) We should consider that even writing the detailed specs, not to mention deriving a design from them, is a large task that requires coordinated technical management.  We need to clarify, perhaps with guidance from the TIC, where our role is as a committee in the progression from goals->specs->implementation decisions, and also understand how this progression is to be assembled for the whole project. It may very well not even be appropriate for us to be specifying which transmission protocols, compression schemes etc. to use. I believe it is certainly premature to impose such constraints as having the NAI subcommittee "discuss transmission protocols, but not formats." Perhaps at this point we should be handling neither of these. Though the listing of goals and the progression of thought from goals to performance specs [*not* implementation and design decisions] is beyond the nominal scope of our committee, we [at least I!] do not have those in hand and we need them to perform any derivative design work. Thus perhaps we can contribute by constructing a strawman picture and asking for feedback on it. This is a slight re-framing of the document we are writing. 

Design Decisions

Issues and Tradeoffs

Proposed course of action

Functional Design

Distribution from datalogger to node

Mitch's 01/29/01 contribution

Specifications for distribution of data from the datalogger to a processing center must address several issues: 

· redundant communications paths 

· legacy systems 

· communications limitations and costs 

· high dynamic range, wide frequency band, and high sample rates 

· diverse and dynamic station/channel priorities 

· status information and QC 

· maximimum functionality and reliability balanced with minimum complexity 

· authentication 

PRIVATE
station type
data availability
paths required

NSN Backbone
waveforms/status (seconds)
multiple centers, redundant media

Regional Backbone
waveforms/status (seconds)
multiple centers, redundant media

Auxiliary
waveforms/status (seconds to minutes)
multiple centers

Free Field SM
waveforms/status/derived (seconds to minutes)
multiple centers

Reference SM
waveforms/status/derived (seconds to minutes)
multiple centers

Structural SM
waveforms/status/derived (hours to days)
regional center

Other
waveforms/status/derived (hours to days)
regional center

Communications Paths

Redundant communications paths are required for NSN and Regional backbone stations. These paths will not only require data transmission to multiple centers, but the use of multiple communications media. The media will be chosen such that the strengths of one offset the weaknesses of the others. 

Real-time full waveform transfer is required for NSN and Regional backbone stations. Packet verification and retransmit capability must be maintained to ensure minimum data gaps. 

ip based communications are strongly encouraged to provide standard application interfaces. We have learned through experience that this protocol provides many advantages and should be used wherever possible. Further, tcp/ip is useful for point to point communications but may not always be appropriate (e.g. udp or other protocols may be more appropriate in some cases). Data exchange formats will be such that either direct interfacing with standard seismological applications is provided, or appropriate interfaces to these applications, or a means to create them, must be supplied. 

3 days of onsite data storage are required for NSN and Regional backbone stations. Methods to retrieve these data in the event of communications loss shall include both on-site and remote capability. 

Legacy Systems

Interfacing with the ANSS is the responsibility of operators of legacy systems. 

Communications limitations and costs

Recognizing fiscal limitations not all stations will be real-time, nor redundant, nor dedicated. This determination is best made at the regional level. For example, auxiliary stations may have real-time communications, and may be transmitted to multiple centers, but communications may use standard public internet. 

High Dynamic Range, Wide Frequency Band, and High Sample Rates

The dynamic range, frequency band, and sample rate will govern the required communications and is highly station dependent. Real-time NSN and Regional backbone stations should provide high dynamic range (24 bits) but may be sampled at 20-40Hz. Auxiliary stations (which may include backbone stations) may provide high dynamic range but will generally provide higher sample rates on the order of 100Hz. Recognizing that currently employed compression algorithms become highly inefficient for large fluctions in data values (i.e. during an earthquake) latencies produced by such algorithms should not become so large as to adversely affect operations. Latencies for NSN and regional backbone stations should ideally be less than several seconds or tens of seconds under exceptional circumstances in order to produce timely products. 

Status Information and QC 

Periodic and ongoing status information must be available for standard processing at the center. Information such as mass position, satellite lock/timing corrections, sample rates, channel names, temperature, connection quality, and data outages. These data should be applied to the waveforms automatically and reviewed by the analyst. 

Maximimum Functionality and Reliability Balanced with Minimum Complexity

It must be recognized that increased complexity and functionality reduces reliability and increases cost. It is therefor likely that no solution will meet the requirements of all station types and mechanism must be employed to incorporate multiple hardware and software systems. Backbone systems designed primarily for rapid and automated determination of hypocenter and magnitude are different from free-field strongmotion systems designed to monitor maximum amplitude and magnitude to produce rapid shake maps which are different from structural instrumentation whose data may not be required until well after the event (though for critical facilities and lifelines, these data may be needed within several minutes to an hour). 

Lineage

A means of uniquely identifying the source of a datastream is essential. Regardless of multiple paths and communications media, the authoritative source shall be the region responsible for a given data stream. In no case shall multiple regions be the responsible party. It is incumbent upon the participants of cooperative stations to determine the responsible party. Transmission along multiple paths is for rapid information purposes only--reviewed and quality controlled archival data should be provided by the responsible party. 

Distribution among nodes

Real-time processing (distribution among modules, waveservers, dmbs)

Distribution to archives
Tony's 01/27/01 contribution

Introduction 

Data that has been recovered by an ANSS network will be archived according to established criteria for long term access for research and analysis purposes.  In general, to assure authoritative quality control, data shall be archived by the source network unless a formal agreement is established with a cooperating network that performs the archiving functions.  Except for small events, data will be archived in two systems as part of the “dual use” philosophy, in which the same record is made available to the seismological community and to the engineering community in the formats and conventions customary for that customer group.  A side benefit of this philosophy is a naturally-occurring fully redundant archiving of the data.  The data shall be seamlessly available for both seismological analysis and engineering analysis.  

Seismological data archives will be located in each region, or a subregion as appropriate.  Engineering data archives will be located in each region, or several regions may cooperate in establishing a shared archive and/or data center.  

All archives shall be accessible via the Internet.  All archives thus become, in effect, one large virtual archive.  The interface requirements necessary for this virtual archive to function shall be established by ANSS and adhered to by participating networks.  At the same time, a key assurance of ANSS in data distribution by virtual means is that appropriate, full credit will be given to the source network.  

Strong motion data

Most ANSS strong motion data is expected to be recorded by free field stations, reference stations or small buildings.  The ANSS strong motion data archive shall be fully effective in accessing ground motion data.  Data sets from extensively instrumented structures will be more rare and produce highly individual data sets, and are best handled with specialized means by the networks recording them.  In any case, these records must be made available for public access within hours to a few days after significant records are obtained, in a COSMOS format.

Unless other arrangements are made, the strong motion data shall be archived and maintained by the source network, which is responsible for ongoing data quality, and for correcting errors that are discovered after the fact for previously archived data.  The network’s archive shall be the authoritative source of the data, although a copy may be maintained at a second network which has assumed a backup role for that data through an agreement.  Corrections or revisions of data or metadata at the cooperating network remain the responsibility of the source network, unless a different arrangement is established in the agreement with that network.

Access to Archived Strong Motion Data via the COSMOS Virtual Data Center

All archived strong ground motion data shall be conveniently accessible to the public via the COSMOS Virtual Data Center.  The VDC will maintain extensive search engine capabilities so that records may be retrieved from the network archiving the data, based on parametric search results.  The data parameters are maintained at the VDC for the records that are maintained at the source networks.  The source networks shall pass to the VDC parametric information for recorded data as well as information regarding new stations, new data sets and so forth, so that the data center can keep its search engine tables updated.  Since the VDC does not serve as a source of the data, when corrections are necessary they need only be made on the data at the source network’s archive.  However, if major corrections or updates are made, the network should post a notice to that effect at the VDC of the changes made to make users aware of the changes.

Post-earthquake processing (distribution to review modules)

Mitch's 01/29/01 contribution

Specifications for Archival processing must address several issues: 

· real-time vs. post-processing vs. archive 

· diverse archival information 

· diverse archive population times 

· QC 

· diverse sources 

· lineage 

Archival information must be dynamic. Completeness and quality will be time dependent: 

PRIVATE
process
information type
latency

Automatic
waveforms, parametric, derived
seconds to minutes

Reviewed
parametric
minutes to hours

Quality Controlled
all
days to weeks


Meta Data
hours to days

We make the distinction here between a permanent archive most likely to be administered by an established Seismological Data Management Center and an online archive operated by the various Regions. Further reference to archive is assumed to refer to the online archive unless otherwise stated. 

The ANSS archive will be a distributed system of databases. Each Regional Earthquake Information Center (REIC) will maintain a relational database system linked with the other REIC RDBMS's. While some REIC's may choose to hold more information in the database each will not necessarily contain all data. For example, the National REIC database will contain all U.S. earthquakes above about magnitude 3.5 and larger global events. Other REIC databases will contain all recorded events and other waveforms of regional interest. Application interfaces will be developed to push new information from one database to another following the CNSS authoritative region rules. 

Other applications will obtain information for dissemination directly from the REIC archive system. Legacy utilities such as QDDS, finger quake, and CUBE will be obsolete and no longer supported. 

Regional processing centers have three primary responsibilities prior to submission to the National Archive: automatic processing, rapid processing, and post-processing. We have learned from experience that a dbms based approach for these functions is preferred. We also recognize that if a dbms is used, differing schema may be appropriate for each responsibility which may not be the schema used for the National Archive. 

Automatic processing will be employed such that any given processing center is able to operate in isolation and such that no processing center is a single point of failure. Processing centers will necessarily require functional overlap in order to accomplish these tasks. Ideally any given processing center would be able to act as a backup for its nearest neighbors assuming that this does not require fiscally unreasonable data rates. Further, automated processing should be standardized throughout the system. While we recognize that certain parameters such as velocity models and attenuations relations are not homogeneous standardized methods should be employed throughout the system of processing centers. Because identical input may not be guaranteed, neither can output. Thus mechanisms must be developed to provide divergence for this data divergence. 

Rapid processing is performed within about an hour of an event and provides human reviewed derived products. Ideally, this process will be able to be performed remotely however reliance on 7-24 staffing may be required in the event of catastrophic communications failures. As with automated processing, standardization will be required. 

Post processing is performed within a few days and performs all the functions of rapid processing and additional tasks such as attempting to improve completeness and quality, and added value such as moment tensors, etc. It may be appropriate for post-processing to be performed on a database physically separated from the rapid processing database. 

Recognizing the desire for rapid information distribution, there may be established some real-time feeds to the National Archive System (NAS). Results from both Rapid and Post processing are also fed to the NAS with the caveat that Rapid processing may be based on incomplete input. Mechanisms must be established such that the NAS and other distribution centers are provided with information that is reasonably identical regardless of which regional processing center provides it. If conflicts arise, rules must be in place (preferably automated) to provide a authoritative information to be propogated through the system. 

Maintenance of some meta-data such as station information and response information will be the responsibility of the regional center. Further because any given center must be able to operate autonomously, this information must reside at the regional level (i.e. the NAS is not required to maintain robust, real-time links to provide these data to the regions). 

Distribution to users (rapid notification)

Earthquake information of various types must be distributed to users as part of the ANSS. The ANSS users or clients have a broad range of interests, from an emergency manager interested in rapid notifications to an earthquake engineer interested in performance-based design to a seismologist studying regional wave propagation. The first class of user is interested in information on a different time scale than the other two and generally in different mechanisms of distribution. 

Today, several, although not all, regional centers provide rapid information products. These include, for example, 

· Location and magnitude information (preliminary and updates) 

· Mechanism/moment tensor 

· Shake Maps 

· Aftershock warnings 

· Event waveforms 

· Finite-fault parameters 

As part of the unification effort of the ANSS, a minimum set of products which will be common to every region (this is probably the purview of the Data Products Subcommittee. Other possible products include "early warning" and damage and loss estimates derived from ground motion maps. From the perspective of the NAI subcommittee, it is important to note that there are some products which require low bandwidth (location, magnitude, mechanism, etc) and others which require significant bandwidth (ShakeMaps). 

At the present, a number of different distribution mechanisms are in use, including: 

· Fax (?) 

· Pager 

· Radio 

· Satellite 

· Internet (email and WWW) 

· Extranet (WWW) 

The present situation is one where there is a lack of uniformity in the availability of products and in their presentation (ie, a wide range of message formats are in use). It is difficult for a user with interest in earthquake information in multiple states to obtain notifications without appealing to many different players. 

Leaving further definition of real-time products and the time scale of delivery to the Data Products committee, let's focus on the means of distribution. 

Standardized formats for information products are required 

This is necessary to reduce confusion among emergency managers dealing with information from different regions. All standard ANSS products must have a standard appearence and uniform terminology the country - whether it is a CUBE-style location and magnitude message, a press release, an aftershock warning, or a ShakeMap. Just as there are standard formats for internal data distribution and storage, there must be standard formats for data distribution to the user community. 

Standardized mechanisms for distribution 

We need to establish simple mechanisms for distributing information that makes it possible, for example, for a user in Ft. Worth to obtain earthquake for California, Arizona, Georgia, and Tennessee. This customization must be transparent to the user, but must be easy to implement. 

Distribution by the Internet is wonderful, but this can only be part of the arsenal of mechanisms, given its potential vulnerablity to disturbances such as earthquakes. We will need to consider pager, radio, cellular, and satellite in addition to the WWW. Although bandwidth issues are changing rapidly, it is still worthwhile to differentiate between limited bandwidth transmissions (for example, the CUBE message format) and larger bandwidth transmissions (such as ShakeMaps). 

Desired attributes: 

· multiple nodes can provide information to a single user (or distributor). This is important from the perspective of redundancy as well as from 

· information can be broadly distributed with limited resources from the node (ala paging capcodes that allow a defined class of users to receive information with a single call). We do not want to implement mechanisms that require individual calls to each user. 

· different devices can receive information without needing to make multiple calls (i.e., pagers, cell phones, pdas, etc.). 

· users can select information based on area of interest. In the weather service model, recipients can receive information on the county level. 

· all distribution mechanisms must allow for queueing 

Establish protocols and procedures for redundacy 

It is critical to develop protocols and procedures for redundancy. The implementation of QDDS provides one example of this. In this approach, multiple nodes can contribute their "view" of events, but merging software combined with reporting boundaries gives priority to the authoritative source. However, if the authoritative source is not available, another node can report the event. QDDS is currently used to feed the REQ application, but this model could be extended - for example, to include distribution by other mechanisms.

Strong-motion support

Tony's 01/27/01 contribution
Data Types 

Strong motion data is of three types:  parametric, raw time series, and derived time series (or spectra).  Strong motion data primarily differs from classic weak motion seismic data in its targeted application and user community.  It is the intent of ANSS that, for many records, the same data will be made available in seismic network format (SEED) and engineering format (COSMOS), targeting the two different user communities and applications.  This section is focused on, but not limited to, the engineering user community. 

Parametric data

For rapid response and ShakeMap purposes, inter-center data exchange can be quite effective with a small set of parameters.  Key parameters that must be included are:

station identification, 

station coordinates, 

peak ground motion parameters (acceleration, velocity and displacement), and 

key points on the acceleration response spectrum, Sa (0.2 second, 0.3 second, 1 second, and 3 second period values), as well as the peak of the spectrum and the period of the peak.  

These parameters must be transmitted either in a small fixed-format file (or file segment), or, if a source network desires flexibility, can be transmitted in the XML protocol, using standard ANSS variable names for the parameters.

Derived time series

Strong motion records (i.e., waveform, or time series data) shall be distributed by Engineering Data Centers in the standard COSMOS format.  Networks may use different, legacy strong motion data formats internally.  If, because of the specific needs or limitations of a source network, a distribution format other than the COSMOS format is used, full documentation and a conversion utility to convert to standard format shall be provided.  The Data Center may also provide utilities for conversion between weak motion (such as SEED) and strong motion formats, or defer to the conversion utilities provided by ANSS and COSMOS.  Full information on the processing steps taken to produce the data product shall be included in the header of the file, whether for acceleration, velocity or displacement.

Spectral data series

Response spectra shall be distributed in standard COSMOS format, with documentation of damping values and periods, and the computational algorithm used.

Raw time series

In certain cases, for data distribution or secondary archiving, it may be appropriate for raw time series data to be distributed.  If distributed, the raw time series data is to be distributed in the most original form practical, and accompanied by all the parameters needed to full identify the station, instrument, and to correct for the instrument response.  

Data Identification

Data distributed by ANSS networks, whether of parametric or waveform type, shall include adequate metadata to uniquely identify the recording station, instrument (i.e., datalogger) type, sensor type, and time window or starting time.  Additional desired data includes the near surface geology description and shear wave velocity.  Supplementary information on the station, instrument or other aspects may be stored in online look up tables or database files accessible over the Internet.

Completeness

Networks shall provide full information about the stations in their network after an earthquake.  This includes the full parameter set and waveform data (described above) for those stations that triggered.  For all other stations, the network should provide the station’s trigger level and the network’s assessment of whether the instrument was fully functional and capable to record the motion.  This establishes a ceiling (the trigger level) for the motion that was experienced at non-triggered stations.

Monitoring/SOH

Data centers shall provide state-of-health information including information on their ability to perform their full responsibilities and activities in the event of an earthquake.  The SOH message shall have (at least) the information called for by the ANSS NAI specifications, and be performed at the prescribed time intervals.  The message shall be provided to neighboring or collaborating networks.
Reliability  

Strong motion stations shall include backup batteries to operate autonomously for four (?) days in case of loss of AC power.  The instrument shall provide onsite recording in case of loss of communication.

Robustness

When an instrument encounters state-of-health problems, it shall communicate information on the error condition via real-time or dial-out communications to its home network and/or its backup network.  To ensure immediate usability of strong motion data for near-real time processing and ShakeMap generation, collaborating data centers shall provide redundancy including multiple independent data pathways whenever practical.

Latency

A subset of strong motion stations shall be provided real-time communication to minimize latency in rapid response applications, including ShakeMap.  Regardless of whether continuous telemetry or automated dial-out communication in used, the data center shall process time-history recordings and provide derived data including velocity, displacement, and spectral response within two (?) hours.

Usability

For the specialized needs of engineering applications, the data center shall provide both “uncorrected” (raw, or Phase 1) and “corrected” (bandpass-filtered and processed, or Phase 2) strong motion data and response spectra.  Processing software shall use standard approaches provided or approved by COSMOS.  However, the data center may also elect to provide results obtained using specialized or research processing methods used at that data center, but clearly distinguished from the standard processing results.  Processed data shall include acceleration, velocity, and displacement time series, and spectral acceleration data series at standard periods and dampings. 

Comparisons

Technical Design
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