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1. Overview

2. Functional Specifications

2.1. Distribution from datalogger to Center

2.2. Distribution among Centers

2.3. Real-time processing

2.4. Rapid Earthquake Notifications

Rapid earthquake notifications will be on of the Advanced National Seismic System’s (ANSS) most important responsibilities. Rapid earthquake notifications (also known as rapid notifications) typically consist of location and magnitude information. This information is routinely sent to the researchers, and to the public within about 5 minutes after a local event. The notifications may take many forms including e-mail, belt pages, computer pages, and information posted to web sites.

It is likely that the ANSS will need to produce more than just location and magnitude information immediately after significant events. Some currently active seismic networks are now reporting information such as “early bird pages” (i.e. very fast hypocentral information), acceleration pages, acceleration reports on specific groups of sensors, ground motion spectral period information, ground velocity, displacement information, and a wide variety of data formats information such as web and data distribution formats.

The ANSS system should be developed so to support a wide variety of rapid notification information. The system should be capable of rapidly determining many types of earthquake information, and each type information must be delivered in multiple formats.

In the following sections, we discuss requirements for the ANSS rapid earthquake notification system.

2.4.1. Design Goals

The ANSS rapid notification system should be designed to be fast, accurate, reliable, robust, and flexible. These and other characteristics of the ANSS rapid notification system are discussed in the following sections.

2.4.1.1. Precision

The ANSS should provide highly precise information. The ANSS system designers should evaluate the standard precision of the essential earthquake parameters and meet or exceed the current practices. We anticipate that users will ask for more and more precision in the future. Design in the precision now.

2.4.1.2. Accuracy

The accuracy of the information provided by the ANSS will depend on many aspects of the system. The ANSS system should be design using the assumption that the accuracy of the information it produces will improve during the system use. 

Accuracy and speed are often a tradeoff. Users will often accept lower accuracy for higher speed. The system should provide accuracy information along with each data product. 

Also, the system should give users options when more than one source of information is available, identifying the speed and accuracy tradeoffs when applicable.

2.4.1.3. Reliability

It is very important that the ANSS rapid notification system be highly reliable. By reliability we mean that the system continues to run without problems. The emergency response users of the ANSS, in particular, need fast and reliable information. 

The reliability of rapid notification systems during large events is not too good. One reason for this is that large events are rare and it is difficult to simulate the conditions that the system experiences during a large event. Reliability for large events requires not only the outstanding system design and implementation but also expert system operation.

To achieve reliability, good design, good implementation, system testing, and competent operation are all important. 

2.4.1.4. Robustness

The ANSS rapid notification system should be robust. Robustness implies an ability to continue to work when there are problems. For example, the ANSS rapid notification system may be implemented using a primary and a backup processing system. This would add robustness by providing information from the backup system if the primary system fails.

Robustness in the ANSS can be a costly issue. Robustness can often be purchased by duplicating hardware, or communications systems. However, the costs for duplicate system are often prohibitive. The ANSS system designers should present robustness options to the ANSS management, and they should identify the costs associated with each level of robustness. The ANSS management can then make the cost/benefit decisions necessary while building the ANSS system.

2.4.1.5. Rapid Information Production

The ANSS rapid notifications must be fast. We recognize that regardless of how fast the system is, someone will want the information faster. The goal for the ANSS should be to support continuous improvements in speed of production. Try to avoid building in any systematic delays.

Rapid notifications depend on fast data acquisition, fast parametric calculations, and immediate distribution. The ANSS should be designed to support the following characteristics. 

· Low latency data acquisition. To calculate parametric data quickly, we need fast access to waveform data.

· Application programs most have real-time access to waveform data.

· Real-time distribution of derived parameters between real-time application programs

· No built in system delays. Avoid system delays such as processes that say we will wait 90 seconds before we distribute any information.

2.4.1.6. Varieties of Information

The ANSS must be able to calculate and distribute a wide variety of information. The system should be designed so that new varieties of information may be added, and distributed without impacting existing rapid notification capabilities. 

Users are asking for more and more types of information. To support this, the ANSS system should be capable of producing a wide variety of parametric earthquake information such as phase picks, different types of ground motion amplitude information, and types of magnitudes. Flexibility in real-time processing system will allow the ANSS to expand and support new types of information as they are developed.

Also, the system should allow specialized reports on subsets of all data. For example, it is increasingly common to request a subset of all the data available, and then to perform additional processing using just this data subset. For example, location calculations may use phase picks from both analog and digital stations in a network, but the magnitude calculation may be performed using only amplitudes from the digital stations in the network. 

As another example, network partners may be interested in information from ANSS stations co-located at their facilities. The ANSS should support this type of data report.

Additionally, the ANSS rapid notification system should provide great flexibility in the data formats that it produces. Given specific information, the format that it is distributed in should be easily manipulated. The ANSS should be flexible in presenting earthquake information to users. The system should provide data in the formats most useful to the system users, and should avoid forcing the users to adjust to an ANSS format. The importance of giving the users the data in a format they want can hardly be overstated. It would be a colossal waste of effort to build a huge system like the ANSS, and then generate large quantities of seismic data, and not provide data in useful formats.

2.4.1.7. Support for Delivery Methods

The ANSS system should support many distribution methods for its rapid notifications. As earthquake information is produced, it must be delivered to users. At this time, delivery may involve email, paging, posting to web sites, and printing data sheets. 

Our experiences generating rapid notifications have shown us that delivery methods change rapidly. When CUBE and REDI started, pagers were the delivery method of choice. Now, pagers are much less important, but users can’t live without web-based information. In the future, who know what users will demand. 

The ANSS system should provide significant flexibility in the delivery methods it supports. The system should be designed with the understanding that delivery methods will change. The system should not be designed around a single delivery method, such as the web, because that delivery method may be obsolete by the time the system is fielded.

2.4.1.8. Improvement with Time

A principle of the ANSS rapid notification system should be that the earthquake information distributed by the system improves with time. Behind this principle is the idea that as time passes the data acquisition system acquires more data to work with and the data processing system has more time to process the data. Given more processing time, more sophisticate algorithms can be used. Given more time, human interaction with the data is possible allowing even more improvements in information content.

In some cases, improvement of earthquake information with time is easily achieved. For example, current real-time earthquake monitoring systems can produce locations and magnitudes within 30 seconds. However, these automatic systems will update that preliminary information, and the location and magnitude information available at 90 seconds is substantially more accurate than the information produced a minute earlier. This is an example of how the information may improve with time.

The situation becomes significantly more complex as multiple system report on the same event and when multiple networks report on the same event. Now, updates are not generated by the same network or by the same processing system. There is no guarantee that a later report has more or better information than an earlier report. The later report may just be from a slower system.

The ANSS system should be designed to support the principle that earthquake information improves with time. While this is a significant design issues, certain principles will be elements in the solution. One such principle is that information should be uniquely identified. The standard example of this is ‘event id’. By labeling parametric information with a unique identifier, we distinguish between new data items, and updates. 

In addition, data items should be versioned. We need to be able to identify updates, and the order in which data items were produced. 

Finally, data that has been human reviewed should be identified including the humans identity, and possibly the time and date of the review.

2.4.2. Requirements

The designers of the ANSS system should be given the room to improve on any system that currently exist. We therefore are hesitant to specify implementation specifics that the ANSS must use. However, based on the substantial experience of the committee we would like to discuss some implementation specifics in order that the ANSS does no worse than the implementations achieved so far.

In this section we discuss system requirements and implementation details that are important to the ANSS rapid earthquake notification system.

2.4.2.1. Data Types

One or more of the current seismic networks supports the following data types. Most, or all, of these should be provided by the ANSS. As discussed above, other derived data items will most certainly be developed and must be supported by the system. This list should be used as an indication of the type of data currently generated by rapid notifications systems.

· Real-time seismograms - Media, installation crews, researchers, and public like access to real-time waveforms.

· Phase picks - Currently single component phase picks are common. Recently three component picks have been developed.

· Origin time - Time should be available in GMT format and local time formats.

· Hypocenter – Locations should be available in both degrees minutes and decimal degrees format. Depth should be available. Quality information such as number of phases used should be available.

· Distance from – Reports often include distance from small city, big city, quarry, faults, and historical large events. Distance from stations is often requested.

· Magnitudes - A wide variety of magnitudes should be available including Mcd, Ml, Me, Mw. Quality information should be available such as number of stations, and components used in solution.

· Earthquake reports - Event summaries are distributed in many ways including emails and pages.

· Acceleration reports - Peak accelerations recorded in the network should be available. Current systems send pages as well as email messages listing acceleration recordings.

· Ground Motion Amplitudes – A wide variety of ground motion types are calculated including acceleration, velocity, displacement, spectral velocity amplitude, and energy.  

· Intensities listed by city or landmark – Intensity reports on a city-by-city basis may provide more useful information to the public than magnitude reports.

· Simpson maps – Web based maps showing recent events in a geographical area are popular and important.

· Catalog of quakes – Some user continue to favor text based earthquake catalog formats.

· Event review pages – Rapid evaluation of automatic solutions is supported by specially designed review pages that show waveforms, automatic phase picks and other information.

· Focal mechanisms – A variety of techniques are supported.

· Shakemaps – Emergency response information is rapidly becoming essential information expected from all networks.

· Community intensity map – The public contributes to produce an intensity map based on public reports.

2.4.2.2. Parts of Alarming System

Currently, real-time monitoring systems frequently separate the functions in rapid notifications out into several parts. This design approach helps to modularize the rapid notification system. The following discussion may bring out some of the features of such system. This discussion is based largely on the TriNet system. The ANSS should provide this type of functionality.

2.4.2.2.1. Declare an Alarm

In the TriNet system, names are given to sets of criteria. These names, such as CUBE_DAY or BOMBAY_BEACH, represent a set of pre-selected values including geographical location, number of phases in solution, magnitude, number of stations in magnitude, and time of day. When the system declares an event (e.g. locates an earthquake), it is compares the event information against each alarm criteria defined by the system. When an event meets the alarm criteria, the alarm is raised.

2.4.2.2.2. Determine Alarm Actions

Whenever an alarm is raised, the system then checks what actions it should take for that particular type of alarm. The determine alarm action stage is sometimes considered a “fan out” stage because, for a specific type of alarm, multiple actions are frequently performed. For example, when a CUBE_DAY alarm is raised, the system should generated email messages, belt pages, and event review pages. By separating the Alarm criteria from the actions taken, new actions can be added without impacting the alarm criteria portion of the system.

2.4.2.2.3. Distribute Alarms

A third stage in alarm processing implements the individual actions that are called for in the alarm actions. The distribution processing for alarms must support a wide variety of actions as describe earlier. 

An important element of alarm distribution is that for each action, there should be a cancellation action for that alarm. If an action has been taken, and the event is withdrawn, the system should be able to cancel the alarm previously distributed.

2.4.2.3. Accuracy of Reports

The ANSS alarming system should support version information on all data that it distributes. When information is updated, the updates should take precedence.

The ANSS alarming system should support alarm reversals. If bad alarm information is distributed, the system should support cancellation of any rapid notifications that were sent out.

The ANSS alarming system should identify information that has been human reviewed. Human reviewed information is considered more accurate than automatic information so distinguishing human reviewed information from automatic information is important.

2.4.2.4. Information Hierarchies

The ANSS system should support a system for prioritizing earthquake information. In simple terms, the ANSS rapid notification systems will receive many reports, and they will distribute the higher priority reports. This prioritization system will require both designer and management support to work but it is likely to be a key element in enabling the system to produce respectable results.

Two examples may server to illustrate the basic ideas here. First, before TriNet, the SCSN used a magnitude rating system to determine which magnitude should be reported to the public. The system had various types of magnitudes available including Mcd, Ml, Me, and human entered magnitudes. The rapid notification system reported the first one it had, then if a higher priority magnitude became available, it updated its previous report. If a lower priority magnitude became available, it was not distributed.

A second example of information hierarchies is the system implemented by the Simpson maps. Any network can report any event it has. However, reports from the network in which the event occurred has precedence. This type of prioritization will be essential in implementing ANSS rapid notifications.

2.4.2.5. Format and Delivery Flexibility

Earlier, we discussed that it will be very important for the ANSS to support many formats and delivery systems for its rapid notifications. We believe that a system design that makes use of a relational database system will make such flexibility possible. 

TriNet is an example of a system that generates all of its rapid notifications from database reports. By storing event information in database tables, the information can be retrieved and reformatted easily. Individual distribution systems can retrieve the data they need, and format the way the want. 

To implement this approach to rapid notifications, all the information required by the rapid notifications must be in the database. If a notification requires information not in the database, the system must be modified to include it.

A potential limitation of this approach is that interactions with the database may add delays to the rapid notification delivery time. The benefits of generating notifications from database reports significantly outweighed the small increase in processing time.

To support public and private distribution of information to appropriate people, the ANSS should support a publish/subscribe model of distribution for publicly significant types of information. In this model, a list of available information is made available to users. The users then select the types of information that they would like to receive and the delivery method by which they would like to receive it.

This method of publishing what is available, and allowing users to subscribe to what they are interested in, significantly reduces the attention the seismic network operations staff must devote to distributing rapid notifications. It is important for any distribution of information to give users an easy way to opt out when they wish.

2.4.2.6. Speed of Production

There will always be requests for faster production of rapid notifications. The possibility of earthquake early warning keeps constant pressure on system designers to produce information quickly.

Systems aiming at earthquake early warning are adopting the approach of generating information as quickly as possible without specifically identifying their most rapid notifications as early warnings.  While this distinction, continuous performance improvement versus early warning, may seem semantic, it does provide a reasonable development path for the ANSS system. Design the system to produce rapid information and to distribute that information as quickly as it is determined. The ANSS system should support continuously reducing the amount of time it takes to generate earthquake notifications. When the notifications are fast enough, early warning will be available.

2.4.2.7. Robustness of System

Along with speed, robustness will inevitably never be good enough. The rapid notification system’s role in emergency response requires a highly reliable and robust system. Some techniques used by existing system to be considered for use by the ANSS are described here.

The Earthworm system was designed using the concept of heartbeats. This is a valuable technique which allows a monitoring program to determine which other computers and programs are currently alive. Loss of a heartbeat from a program may be addressed by restarting that program.

The TriNet system improves its robustness by operating two rapid notification systems, a primary system and a shadow system. Each system generates event information, alarms, and rapid notification information. The systems also monitor each others state of health.

As rapid notifications are generated, when the notifications are in the distribution stage in processing, the systems check their role before distribution information. The primary system always distributes its information. The shadow system determines its role and refrains from distribution information so duplicates are not generated. The exception to this is if the shadow sees that the primary state of health is down. Then it proceeds to distribute its information. This technique reduces duplicate information, and also allows the shadow to distribute information if the primary is non-operational. The ANSS should consider techniques such as this to improve insure robust distribution of earthquake notifications.

An additional robustness technique to be considered by the ANSS may be a combination of system and procedural techniques. A layered approach to reporting may be implemented. Local networks report local events. If the local network does not report, the system fails up to the next level of the ANSS, possibly a regional network. If the regional network does not report, the national level will report. While this “fail up”, or layered approach to reporting needs to be refined, it is likely that the ANSS rapid notification system will need to support such as system.

2.5. Archiving of Data

2.6. Archival Processing

2.7. Distribution to Users

2.8. Operation of the System

Our experience operating large seismic networks shows that substantial time and effort is required to operate these seismic networks. The operational needs of these networks are becoming a limiting factor on the size of networks that can be operated by our organizations. The larger networks are near the limit of what they can operate with their existing resources.

We feel that this situation can be alleviated somewhat by developing system which are easier to operate. The ANSS system development should have significant effort devoted to making the system easy to operate. The following section describes some of our ideas for improving the operability of the ANSS system.

2.8.1. Configuration of System

Network and monitoring configuration should be easy to modify. Configuration information includes things such as station location, instrument gain information, hostname information, channels used in magnitudes and others such information.

Establishing a configuration, and updating a configuration, on an earthquake monitoring system should be simple and automatic. 

The ANSS system configuration should be a “dynamic” if possible. That is, if the network changes, new information should be entered into the system the system should incorporate and use the new configuration information.

We recognize that in practice, it is often quite difficult to achieve a fully dynamic system. Often, configuration files are used to establish the system operating parameters. 

In cases where the ANSS system uses configuration files, the ANSS system designers should consider storing configuration information in a database. Use of a database is frequently a helpful organizing principle. If application programs do not, or cannot be written to access a database directly, the ANSS system may store the necessary configuration information in the database, and then run programs to extract the configuration information from the database and to format the information into an appropriate configuration file.

One characteristic of modern “systems” is standardized configuration files. The BRTT Antelope system has a standard parameter file format which all of its program use for their configuration files. Java programs use “properties” files. This type of standardization of configuration files is a significant help when configuring and operating a system.

2.8.2. Initialization of System

When the ANSS system is started, it should initialize itself, and provide positive information that has restarted properly and is operational.

It would be particularly valuable if the system could demonstrate that all of the critical portions were operating. It may be possible to design a system to inject some test data, possibly waveform data, into the system on initialization. By injecting the proper data the entire processing thread could be exercised, data acquisition, phase picking, location, magnitude and alarm reporting. Verification of the critical processing thread in this way would be very valuable. It increases the reliability of the system, and decreases the operation load by making verification of a new configuration simpler.

2.8.3. Reconfiguration of System

The ANSS system should be reconfigurable while it operates. Frequently systems are designed so that they read their configuration files on startup, and then run from memory based configurations after that. The programs in the ANSS system should accept a reconfiguration signal, or command, which cause the programs to re-read their configuration files without exiting.

System configurations versioning is often very valuable. If a new configuration is put in place, and it is discovered to have problems, you can revert to a previously good configuration. Also, users often are interested in what configuration was in use during a certain event. The ANSS system should support tracking of configurations by date, and the ability to recover a configuration that was in use at a particular time and date.

2.8.4. Offline Testing

The ANSS system should allow offline testing. It is particularly important to perform offline testing of new configurations before they contribute information to the public. The ANSS system might be designed operate offline using simulated, or stored data.

The earthworm system has, in the past, used a Quality Assurance suite of events. The developers inject these events (sets of waveforms) into the system. The number and location of events in the data set is known and can be compared to what the system produces. This is a very valuable capability that should be supported by the ANSS system.

2.8.5. Alternate computers for maintenance

Hardware redundancy will be a robustness issue that the management and system engineers will need to resolve. Redundancy improves robustness but also make the system more expensive and more complicated.

At a minimum, however, the ANSS system should be designed so that a replacement system can be configured and installed rapidly while the original system is taken down for maintenance. The suggestion here is that as each essential ANSS system component is installed, the operations group should know how to replace it if it fails.

2.8.6. Standardized Network Techniques

The ANSS system should use standard networking techniques including TCP/IP, domain name servers, and route determination using commercial standard routing protocols such as RIP, and OSPF. We feel it would be a mistake for the ANSS engineering staff to take on the design of replacement networking techniques as well as designing earthquake-monitoring systems. Operational personnel are available for Internet routing protocols. The operations burden will be increased if non-standard techniques are used.

2.8.7. Bilateral Participation Agreements

The ANSS system is likely to be a system of subsystem. Often, the subsystem may be a local or regional seismic network. We anticipate that there will be a two-way exchange of seismic data between the ANSS and these local networks. They will also exchange configuration and networking information. Given this inter-relatedness, and interdependency, between the ANSS and other networks, we believe that the ANSS system should be designed so that no one part of the system can cause problems for the rest of the system.

As an example, it may be possible for a system to start to produce inaccurate data, or to generate bad routing information that could affect the rest of the system. When such a problem is detected, the ANSS system should be able to isolate, or reject information that is coming from another system. Likewise, if a regional or local network is receiving information from ANSS that is believes is inaccurate, it should be able to stop the flow of information.

The system should be designed so that each interface requires bilateral agreement prior to data exchange. The sender must offer data, and the receive must accept the data for a data exchange to occur. Either side should be able to stop the data flow.

For maximum flexibility, each direction of dataflow should require bilateral agreement. A network should be able to stop incoming ANSS data without stopping outgoing local data. This bilateral agreement is to be supported by the system, allowing any system to permit or prevent any data exchange they are involved in.

2.8.8. Diagnostic Tools

The ANSS system should provide the ability to diagnostic software and hardware problems while the system is in operation. 

Various monitoring tools are needed such as tools to monitor hardware systems. Commercial hardware monitoring techniques and protocols such as SNTP should be considered. Network monitoring tools should be developed which can diagnosis problems such as high packet loss. 

Software monitoring tools are also important. Software such as real-time waveform viewing applications can be helpful. Also software tools that allow the operators to view results any where in the processing chain would be very valuable. A standard debugging technique is to follow the data, and see where the answers begin to get unreasonable. The ANSS diagnostic software should support such data monitoring.

The operational burden is really quite high for the larger networks. One reason is because diagnostic tools were not needed for a small network, and have not yet been developed for the larger networks. ANSS should spend a substantial amount of time and resources developing diagnostic and monitoring tools for the system.

2.8.9. Operational Procedures

The current seismic network operational staffs are drawn largely from academic organizations. Emergency management operational staffs are drawn from military and public utility organizations. For the ANSS to be a credible emergency management tool, it will need to establish systematic operational procedures.

As an example, one emergency response group visiting a participating seismic network described their operational procedures as follows: Each day the operations staff comes to the office. They receive a printout of the days maintenance tasks. The maintenance schedule identifies various activities as being performed daily, weekly, monthly annually. This operations and maintenance system is used each day to identify which tasks are due. It also logs and track what was done and when it was done. This type of systematic operational procedure may be needed to operate a system as large as the ANSS.

2.8.10. Documentation

The ANSS system should provide some operational documentation. Documentation is frequently neglected partially because each audience requires a different sort of document. Here our concern is operating the system. The ANSS should provide documentation on how to operate the essential hardware and software used by the system.

2.8.11. Knowledge Base and Discussion Forum

Once the ANSS system is in development, the users very quickly will learn it and will become a willing and capable support staff. The ANSS system should provide two things (1) a knowledge base so that users and find information about the system on their own, and (2) a discussion and problem-solving forum of some type such as an email distribution list which reaches other ANSS operators and users. Providing these tools will allow the ANSS system operators to help themselves.

2.9. Standardized Network Data Interfaces

We anticipate that the ANSS will consist of a core set of software and hardware, possibly owned and operated by the ANSS project. The ANSS operational staff will be responsible for operating this equipment and these stations. 

However, a significant part of the total ANSS will consist of information contributed by local independent seismic networks. Some seismic networks may want to continue to operate independent of ANSS. These networks, such as private, or corporate seismic networks, may be willing to contribute information to the ANSS, and they may be interested in receiving information from the ANSS.

To facilitate cooperative, but independent, exchange of information, we propose that the ANSS establishes a set of data exchange interfaces. Independent networks that are willing to contribute data to the ANSS would present the data to the ANSS through these interfaces. Likewise, the ANSS would present its information to networks through these interfaces.

The effect of using these standardized network data interfaces is that all the network operations would be hidden behind the interfaces. The ANSS would only need to know that a network supported the interfaces. The networks themselves could then continue operate their network in the manner they prefer, without any other support for the ANSS.

The ANSS system should establish a set of interfaces for three types of data: waveform data, parametric data, and infrastructure information. 

For each type of data, the system should define a real-time interface, and a request oriented interface. We are tempted to characterize these as a push interface, and a pull interface, however this may imply too much implementation. 

2.9.1. Waveform Data Interfaces

The ANSS real-time waveform data interface should be similar to the many existing real-time waveform exchanges formats that exist. There will be a standard data packet format. The data packet will include time information, station, channel, component, and count information. Furthermore, the interface will allow a network to specify which stations, channels, and components they are interested in receiving. A network can receive a real-time flow of waveform data by using this real-time waveform interface.

The request based waveform data interface should be similar to the “waveserver” interfaces offered by some seismic systems. The interface allows the user to make a waveform data request. The user specifies network, station, channel, start-time, and duration, and the waveserver retrieves the data and sends it to the caller. 

2.9.2. Parametric Data Interfaces

The ANSS real-time parametric data interface should be similar to something like the QDDS system operating in Northern California. Parametric earthquake information such as phase picks, hypocenters, magnitudes, and amplitude information should be distributed through this interface. Whenever a network produces a useful parameter that it wishes to supply to the world, it will distribute it in real-time, or near real-time through this interface. Standard data formats will need to be established.

The request based parametric data interface would networks to make parametric data requests to supporting networks. There are examples of such interfaces at seismic data centers. These centers support earthquake catalog requests, request for phase picks, and other such non-real-time requests. The ANSS should standardize these types of non-real-time parametric requests.

2.9.3. Infrastructure Data Interfaces

The ANSS should establish infrastructure data interface to allow networks to exchange information about stations, instrumentation, and operations. To use waveform data, or phase pick data, a network will need station information and instrumentation information about the sites that produced the data. This network infrastructure information should be distributed through a real-time infrastructure interface. The purpose of a real-time interface is to provide cooperating networks a way to dynamically learn about network changes.

The ANSS should also establish a standardized request based interface for exchanging infrastructure information. Networks currently may exchange Dataless SEED volumes in order to keep up to date information about other networks configuration. The ANSS should develop a standardized method of exchanging infrastructure information on a request basis.

The information included in infrastructure data sets may need to be expanded to include information such as contact lists, data server names, and ports. The seismological infrastructure information will constitute only a portion of the infrastructure information needed to operate the ANSS.

2.10. Strong Motion Network Support

3. Total System

We understand that an important aspect of the ANSS project is to move the state of seismic monitoring in the U.S. from the current a patchwork of independent networks to an integrated and cohesive system. Our discussion concerning this goal of an integrated caused much debated and we would like to present some of the issues discussed for consideration.

3.1. Systems Engineering Approach

We encourage the ANSS management and development groups to consider the ANSS as a system. Our definition of a system is “hardware, software, and people working together to solve a particular problem, or to produce a desired effect.”

We feel that all three of these aspects of the “system” need to be considered in order to produce a satisfactory system. The systems approach implies there is some balance between these areas. One-way of evaluating whether an area is receiving sufficient consideration is to ask if it is receiving any funding. If the funding for hardware is 2 or 3 times the funding for software, maybe the system will have outstanding hardware, but the processing system will be not reliable, or robust, or will not produce the desired information. If the funding for software is large, but there is no funding for system operators there may be problems keeping the system up to date.

We recognize that some system are all software, or all hardware, and this idea of balancing available resource between these three aspects of a system (hardware, software, and people) may not be applicable. However, we feel that this perspective is worth considering.

3.2. Assemble versus Build

Our discussions lead us to the following dilemma for the ANSS management. Building a new system leads towards a more integrated and cohesive system. However the cost of developing a system is significantly higher than assembling one from existing working parts.

Assembling an ANSS from existing networks leads to a less cohesive system but increases the speed of development and reduces costs. It is difficult to assemble existing parts, and to cause them to behave as a cohesive and integrated whole. 

It is very common in seismological networks to assemble their networks from a variety of pieces. As network increase in size, they become more and more heterogeneous in seismic equipment, computing hardware, and processing software. Based on the size of the ANSS, this type of heterogeneity is going to be a big issue for ANSS. 

3.3. Operational Roles

The existing ANSS documentation presents a thorough analysis of the users of the system. These users include global seismologists, regional seismologists and others.

We encourage the management to develop a similar analysis of the roles needed to develop and maintain the system. These roles would include software designers and developers, maintenance programmers, network administrators, database administrator, technical writers, technical trainers, duty seismologists, seismic analysts, technical support staff, and technical management staff. Then, given the Roles involved, they system should budget support for properly trained operations staff to perform these roles.

The experience among network operators in our group indicates that the operations roles are almost always under estimated, and understaffed. The technical sophistication level proposed for the ANSS is fairly high involving technologies such as distributed real-time computing, LAN and WAN networking, and relational databases. There is a very common practice in networks to assign geologists, post-docs, and seismologist to perform seismic network operations tasks. They fairly quickly are no longer seismologist, but system operations staff. ANSS may get better system operations, and happier seismologists if it hires operations people for network operations work, and seismologists for seismological positions. 

3.4. The One Answer Issue

It has been proposed that the ANSS produces “one answer” for any earthquake in the U.S. Presumably this means that the origin time, location, magnitude, and ground motion amplitudes produced by a system are the same at the local network as well as at the National Earthquake Information Center in Golden, CO.

This goal is motivated by the desire to speak with one voice. It is disconcerting to the press and public and to the reporting organizations for a local network to report a magnitude 6.6 in Joshua Tree, while the NEIC is reporting an Ml 7.1 in Hector. The trouble involved in explaining both answers is so great that producing one answer for any event is highly desirable. Some of the options for addressing this problem are described in the following sections.

3.4.1. Identical Processing

It is possible for centers in the chain to produce the same answer if several conditions are met. These conditions include (1) all organizations producing information have access to identical waveform data, (2) all organizations producing information have access to identical infrastructure information (station location, and instrument gain) and (3) all organizations use identical processing routines are used. 

Problems with this approach are numerous. For example, it is hard to imagine all organizations having access to the same raw data. It is also difficult to imagine all organizations using identical processing routines.

While a “purist” approach to identical processing may not be adopted, it is possible that some aspect of identical processing may be useful in producing similar results at different organizations.

3.4.2. Closest Reports

It is often stated that the network closest to the event will produce the most accurate information about the event. They have the close in information, and they have local expertise. Given the principle that information from the closest network is best, a solution to the “one answer” problem could be designed in which all levels of the ANSS use the local networks information if it is available. Local networks report their results and pass them up to a regional center through the ANSS system. Ss information moves up from network, to regional, to national levels, all organizations have access to the information that was reported at the lowest level.

This approach also has its problems. First, there is no guarantee that it will be possible for the local network to pass along their results through the ANSS system. Also, it is possible that a regional center will have better information than a local network

3.4.3. Rank Data Sources

Another strategy for this problem is to prioritize, or rank, data sources. In southern California, this was termed a “trump” system. Each time there are competing sources of a data item, the source are ranked. For example, network Ml’s might outrank regional Ml’s and regional Mw’s might outrank local Mw’s. Ever data item has a heirachical rank and reporting organizations report the highest ranking information they have, regardless of it’s source be it themselves, or some other organization.

With this approach, information exchange must be bi-directional. Prior to releasing information, an organization must consider all available information, not just their own. 

In addition, there is also a timeliness issue with seismic information. Information may be available at one location, but not at another. Local organizations report their highest ranking information may still report different results due to the distribution problems.

3.4.4. Conclusions

The “one answer” problem seems largely unresolved. It appears that this is a problem is not deterministic. Various approaches will improve the behavior of the system, however it will be difficult to ever “solve” the problem.

3.5. Definition of products

We encourage the ANSS to define their seismic data products in seismological terms because that is a field they are well qualified to report on. We encourage the ANSS to avoid trying to produce all types of seismic products in which users express interest. 

When specialty products are requested, the ANSS will have difficulty matching the resources of organizations that can focus exclusively on producing data products. However, the ANSS will represent the best source of seismic data is the nation. If the ANSS defines their products well, and focuses on seismic information, they will not face significant competition.

As an example of this issue, during the development of ShakeMap, there was discussion of what the ShakeMap product was. Was ShakeMap the map? Or was ShakeMap the list of amplitude data? 

Some ShakeMap users wanted special maps that contained information about that company’s infrastructure. ShakeMap made the decision, we believe correctly, that they could not compete with the GIS department of all of ShakeMap customers. Rather than generate special maps, they decided to deliver a grid of amplitude values, and they allowed the customers who wanted the special map to produce it themselves. It is likely that ANSS will face similar issues. We encourage them to focus on core seismological data products and to focus on improving those core data products rather than on presenting the same data is a wide variety of ways.

3.6. System Lifecycle

One more perspective offered by the “systems” view is to consider the lifecycle of ANSS. There are several issues related to the lifecycle of the system worth considering. 

To begin, how long is the system expected to last? What is the expected lifespan of the ANSS? Computer and software system typically have a fairly short lifespan. A realistic lifespan would probably be about 10. Within 10 years, the hardware and software technology will have progressed to the point that anything developed now will look obsolete. By establishing a nominal lifespan for the system, now during the planning stages, you relive the developers of the burden of trying to consider what will be needed 10 years from now. They can just assume that another system will be build by them.

Another issue worth considering is how the ANSS staff roles change during the systems lifespan. During early development you need visionaries, and politicians, and system and software designers. Then, once designed, you need software developers, and installation groups, and project managers. Then, once operational, you need seismic analysts and duty seismologists, and maintenance programmers, and technical writers. It has been a common mistake within existing networks not to recognize the changing personnel roles as a project progresses. Just as there is a difference between a global research seismologist and an operations oriented duty seismologist, there are differences between software designers and maintenance programmers. It is important to make these types of distinctions in all the roles in the system during its life cycle.

Groups familiar with software system development report that 50% of the cost of software development occurs during the maintenance phase of a project. Rather the reducing the software development budget by half to reserve funds for maintenance, maybe the software development budget should be doubled with the increase earmarked for the maintenance phase of the project.

4. Tradeoffs
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