Lind et al.,

I appreciate the offer to take a look at the ANSS Architecture report in such an early stage.  You and your committee have provided an in-depth discussion of the many issues that will face the development of the ANSS. However, I am dismayed to see that your committee recommends the perpetuation of a fully distributed processing system with regional autonomy.  In the attachment I have highlighted in yellow using Word “comments” every issue that arises only because of this recommendation. Instead, I advocate that the ANSS implement a centralized, national system.  

My alternative plan can be summarized quite simply.

1. Regional Centers are waveform collection points.  In general, they do not compute locations, magnitudes, moment tensors, or ShakeMaps.  Regional Centers are not necessarily the same as ANSS regions (e.g., SE US region is comprised of several Regional Centers). 

2. All Regional Centers operate the same software using open-source, reviewed code.  The only exception is the use of proprietary software provided by datalogger vendors that are used to interface the dataloggers to the ANSS system.

3. All centers operate automated software to calculate P-times, durations (until we have an unclipped network), peak amplitudes, waveservers, continuous ML/ velocity/acceleration channels, and core “ANSS” software that provides import/export services. Centers can also operate non-essential, CPU-intensive web applications such as computation of helicorders and spectrograms. 

4. All P-times and amplitudes are forwarded to two, fully redundant, physically separated, National Centers (one master, the other slave).  These centers perform global association for the entire nation, as well as for teleseismic events.  P-times are also sent redundantly via satellite from the Regional Centers to both National Centers to ensure against disruption of communications during large earthquake.

5. National Centers request waveforms from Regional Center waveservers as needed (e.g., after association for computation of moment tensors, slip distribution, event gif images for web, event assemblage for post-processing and archiving).

6. A core group of National Stations is telemetered (by satellite?) to both National Centers independently of any telemetry to the nearest Regional Centers to ensure reasonable event location should the Regional Center cease operations during a large earthquake.

7. All earthquake parameters are processed uniformly with regionally “approved” models, methods, etc.

8. 24 X 7 response occurs only at National Centers.  

9. Archiving occurs at two redundant National Data Centers.  All users access data from National Centers.

10. Waveform post-processing, Q/A can occur at National Centers, but also at Regional Centers via access to the national databases.  This is analogous to an airline reservation system in which agents anywhere can access flight information.

11. Standards specify hardware data format interface, instrument response information, etc., so that stations installed and operated by Regional Centers can be readily integrated into the ANSS.  

12. Data from stations with a requirement for continuous archiving will be continuously forwarded to the National Centers.  Bandwidth is cheaper than personnel at numerous Regional Centers.

I see the following advantages to this centralized approach:

· Smaller staffs are needed at each regional center. Staff with sophisticated skills is utilized more efficiently. 

· Software is unified, outcomes predictable, is easier to update and maintain

· Experienced duty seismologists will respond to earthquakes in regions with low levels of seismicity 

· Synchronization between 2 redundant data center DBMS systems is far simpler than with numerous data centers at Regional Centers.

· The CPU load for centralized event association and location is unlikely to be much greater than the maximum anticipated for a regional network during a robust mainshock sequence, since it is quite unlikely that more than one major earthquake sequence will occur simultaneously across the entire nation.  Even so, this can be tested.

· User initiative is still preserved at the Regional Centers.  Prototype algorithms can be developed by clipping developmental computers on the LAN

· Seismological “expertise” still resides in the regions.  Only the data computation is national.  For example, none of the Regional Centers felt compelled to reprocess the Seattle location because we assumed that their procedures were adequate.  I propose that we extend this concept to a national system.  

· Most local staff is unaffected.  Regional Centers will continue to need “expert” seismologists, ANSS systems support, field technicians, and probably event timers. 

I see few disadvantages of a National system

· Early Warning would be delayed by few seconds.  This could be moved back to the regional centers.

· The investment in unique and incompatible software environments at numerous centers is scrapped.  

· If the communications between a Regional and National Center are severed, then their respective locations will diverge.  This seems to be a moot point, since if the communications are severed, then the information produced by the Regional Center is probably unavailable to anyone else.  I guess the Regional Centers could go into Fail-Safe mode in this situation and calculate their own information so they know what is going on.  In any event, if we implement parametric exchange via satellite, this shouldn’t occur.

Ask yourself this question – If you were the head of Citibank and were asked to install a new ATM/credit card network nationwide, would you allow each bank to write its own software and process its own transactions? We have an opportunity to design a stable system that will serve us for many years to come.  I hope that your committee will reconsider its recommendation and more fully evaluate the merits of a National System.

-David 

